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#### Abstract

We study local bifurcations of periodic solutions to time-periodic (systems of) integrodifference equations over compact habitats. Such infinitedimensional discrete dynamical systems arise in theoretical ecology as models to describe the spatial dispersal of species having nonoverlapping generations. Our explicit criteria allow us to identify branchings of fold- and crossing curvetype, which include the classical transcritical-, pitchfork- and flip-scenario as special cases. Indeed, not only tools to detect qualitative changes in models from e.g. spatial ecology and related simulations are provided, but these critical transitions are also classified. In addition, the bifurcation behavior of various time-periodic integrodifference equations is investigated and illustrated. This requires a combination of analytical methods and numerical tools based on Nyström discretization of the integral operators involved.
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[^0]1. Introduction. Integrodifference equations (abbreviated IDEs) are infinite-dimensional dynamical systems in discrete time. They act as iterates of integral operators of e.g. Urysohn- or Hammerstein-type on an ambient function space. Beyond early applications in population genetics [50], the latter kind has recently enjoyed wide popularity in spatial ecology [33, 40], where it is employed in order to describe the dispersal and growth of populations with nonoverlapping generations over some habitat $\Omega$. Here, the nonlinearity is commonly given by a growth function $g$ of e.g. Beverton-Holt, Ricker or logistic type (see [14]). Dispersal is realized by means of an integral operator with a kernel $k$. If growth precedes dispersal, one obtains a recursion of Hammerstein form [33, 25, 26]

$$
\begin{equation*}
u_{t+1}(x)=\int_{\Omega} k(x, y) g\left(u_{t}(y), \alpha\right) \mathrm{d} y \quad \text { for all } x \in \Omega \tag{1.1}
\end{equation*}
$$

while species first dispersing and then growing can be modeled via [4, 39]

$$
\begin{equation*}
u_{t+1}(x)=g\left(\int_{\Omega} k(x, y) u_{t}(y) \mathrm{d} y, \alpha\right) \quad \text { for all } x \in \Omega . \tag{1.2}
\end{equation*}
$$

In both cases, the values $u_{t}(x) \geq 0$ describe the population density at a point $x$ in the habitat $\Omega$ for the $t$-th generation, resp. the density vector when various populations interact. In such applications modeling dispersal, an advantage of IDEs compared to e.g. reaction-diffusion systems is their flexibility. Specifying a particular kernel $k$ allows one to incorporate a variety of different dispersal strategies [25].

Being models in the life sciences, IDEs require detailed information on the robustness and destabilization of solutions as well as the accompanying bifurcations when the environment is varied. Indeed, various papers point out the occurrence of bifurcations in terms of period doubling cascades for Ricker [4] and logistic nonlinearities [33, 53], a fold bifurcation [53] for Allee growth, but also the alternately transcritical and pitchfork bifurcations along the trivial branch for Beverton-Holt growth functions [53]. While these observations are often based on simulations, for instance [38, Lemma 4, 5] prove a criterion for transcritical bifurcations in matrix models; global bifurcations are addressed in [2, 48]. Finally, [13] give an explicit analysis of a logistic model equipped with a degenerate kernel. Here, the IDEs reduce to polynomial difference equations in $\mathbb{R}^{2}$ such that classical criteria apply.

The paper at hand provides a systematic approach to identify and verify (local) bifurcations of codimension 1 in periodic IDEs on compact habitats $\Omega$. It extends the above contributions in various aspects:

- Seasonality is an important issue in applications from the life sciences and for earlier work on periodic bifurcations in ecology we refer to [10, 11, 17, 18] or specifically to [58] dealing with IDEs. The contribution at hand generalizes the more theoretically oriented references [37] (equations in $\mathbb{R}$ via period map) or [43] (finite-dimensional systems as operator equations in the space of periodic sequences) to an infinite-dimensional set-up suitable for IDEs.
- Our setting applies to models typically studied in theoretical ecology (scalar IDEs [4, 26, 33, 47, 53, 58], systems [13, 33], structured [2, 38, 48] etc.). The considered problem class includes both growth-dispersal equations (1.1) and dispersal-growth IDEs (1.2) as special cases although they are conjugated as follows: The right-hand sides are compositions of integral operators $\mathcal{K}$ (with dispersal kernel $k$ ) and superposition operators $\mathcal{G}$ (induced by the growth function $g$ ). Now for solutions $u_{t}$ of (1.1) the sequence $\mathcal{G} \circ u_{t}$ solves (1.2) and conversely, given a solution $v_{t}$ to (1.2), $\mathcal{K} \circ v_{t}$ satisfies (1.1). In this
sense also bifurcating objects for (1.1) and (1.2) are conjugated and simply capture different consensus times [39]. Nonetheless, both kinds of equations are investigated in the literature and we aim for a flexible, generally applicable approach.
- We work with IDEs involving a general measure-theoretical integral based on a finite measure $\mu$. This unifies the analysis for "classical IDEs" (where $\mu$ is the Lebesgue measure) with their Nyström discretizations (important in simulations), and also applies to so-called metapopulation models for dispersal between finitely many patches [33] as well as finite-dimensional difference equations [43] (we refer to Ex. 3.1 for details). Extending this, general difference equations on the space of measures, as well as their applications in population dynamics, were recently studied in [52].
Finally, our analysis restricts to those solutions whose period is a multiple of the basic period of the difference equation. Other constellations of these two periods require a possibly large codimension as pointed out in [12].
1.1. Bifurcations in integrodifference equations. First of all, when dealing with periodic equations the bifurcating objects are periodic solutions (denoted as cycles in [18]) rather than fixed points, and the period reflects the seasonal driving. As a rule of thumb, IDEs inherit their bifurcation behavior from the scalar (autonomous) models

$$
\begin{equation*}
u_{t+1}=g\left(u_{t}, \alpha\right) \tag{1.3}
\end{equation*}
$$

given by their growth function $g$. However, the critical values for the parameter $\alpha$ are typically larger due to the loss of population when leaving the bounded habitat $\Omega$ (see [47]). In order to list further similarities and discrepancies between (1.3) and (1.1),(1.2), two kinds of behavior can be observed:

- For monotone growth functions like in the Beverton-Holt case, [51, Thms. 3.3 and 4.9] or $[25,26,58]$ supplemented by strict subhomogeneity [57] or concavity [34], global attractivity results hold. Every solution in the cone of nonnegative functions converges to zero, or there exists a unique nonzero globally attractive periodic solution (see Figs. 7 and 10). These are the only biologically meaningful solutions although, in (1.1), (1.2), there are countably many more bifurcations along the trivial solution, whose branches consist of functions having negative values and are biologically irrelevant (cf. Sect. 5.2).
- For non-monotone growth (logistic, Hassell, Ricker) the dynamics of nonnegative solutions is much more complicated [21] featuring e.g. a period doubling scenario (cf. Sect. 5.3). Adding dispersal yields even richer dynamics since, different from scalar equations (1.3), for instance along the primary nontrivial branch, more than just one period doubling bifurcation occurs in (1.1) or (1.2) (see Fig. 15). In addition, the period doublings can lead to positive solutions with an increasing spatial inhomogeneity [4, 33, 53].
1.2. Contents. In a quite general framework of periodic IDEs, the paper at hand provides sufficient conditions for local continuation and various branchings of periodic solutions. In practise these criteria must be verified numerically - particularly when dealing with realistic examples. We accordingly formulate our assumptions such that they can be tackled effectively using numerical tools.

Although our proofs are purely analytical, we always provide interpretations in terms of dynamical systems, formulate our conclusions accordingly and hint at
ecological interpretations. The subsequent Sect. 2 contains basic notions and ingredients to understand the local dynamics near periodic solutions of periodic IDEs. Although the methods of [43] developed for systems of difference equations in $\mathbb{R}^{d}$ formally extend to IDEs, we choose a different approach: Rather than fixed points of the period map [37], we directly compute periodic solutions. This has at least two advantages when it comes to numerics: Evaluating the period map of a $\theta$-periodic IDE over a domain $\Omega \subset \mathbb{R}^{\kappa}$ involves $\kappa \theta$-fold integrals which, in turn, require highdimensional cubature rules. Instead of solving periodic eigenvalue problems, we employ cyclic block operators (see Prop. 2.3), whose evaluation avoids (numerical) stability issues (see e.g. [54, pp. 291ff]). Under a weak hyperbolicity condition, we provide a persistence (continuation) result for periodic solutions in Sect. 3. As illustration serves the effect of dispersal when added to the Allee equation. Afterwards, fold and crossing curve bifurcations are addressed in Sect. 4. The aforesaid crossing curve bifurcations include classical transcritical and pitchfork bifurcation scenarios as special cases, but the existence of a known solution branch is not assumed. We also give sufficient conditions for stability changes along bifurcating solution branches in terms of their Morse index. By doubling the particular period length, flip bifurcations can be naturally embedded into our framework for pitchfork bifurcations. Finally, certain symmetry properties are discussed, demonstrating that for e.g. Hammerstein operators with symmetric kernel, the solution branches bifurcating off the trivial branch either consist of even functions, or appear as pairs of solution branches sharing the same total population.

The concrete applications covered in Sect. 5 not only illustrate our theoretical results, but additionally demonstrate their applicability. Being scalar IDEs over a symmetric interval as habitat (i.e. $\kappa=1$ ), they are admittedly simple, but nevertheless exhibit essential features and allow numerical simulations of reliable accuracy. The required discretizations are based on Nyström methods [8, 9, 35], that is, one replaces integrals by quadrature rules. Since the integrals become finite weighted sums, this results in parametrized finite-dimensional difference equations approximating the integral operators in (1.1) and (1.2). Due to Ex. 3.1(2), the branching behavior of these discretizations is also covered by our abstract framework. The examples are arranged such that their analysis requires an increasing numerical effort: Sect. 5.1 discusses IDEs having a degenerate kernel, essentially reducing the problems to finite dimensions. This allows an explicit analysis of fold and 2-periodic pitchfork bifurcations. While the related paper [13] studies the (equivalent) finitedimensional version of a spatial logistic growth model, we work directly with IDEs having polynomial growth functions without ecological motivation. For periodic spatial Beverton-Holt equations of both Hammerstein- and dispersal-growth type, bifurcations along the trivial solution are studied in Sect. 5.2. It is shown that the primary bifurcation is transcritical at a critical parameter value related to the basic reproduction number $R_{0}$ of the species. The countably many further (but biologically irrelevant) bifurcations along 0 alternate between being of pitchfork and transcritical type, which confirms a numerical observation from [53]. In particular, if we equip the considered IDEs with the Laplace kernel, then the computational effort of our analysis reduces to the numerical solution of a transcendental equation in the reals. Related results concerning branchings along the zero solution also hold for an autonomous Ricker IDE tackled in Sect. 5.3. Whence, our focus is a period doubling scenario along nontrivial solution branches. This eventually requires a fully numerical analysis based on path-following schemes to detect also
unstable branches of periodic solutions, corresponding eigenvalue computations and an approximate evaluation of integrals.

For the reader's convenience we added two appendices. First, App. A contains the necessary abstract bifurcation results initiated in [19, 20]. We rely on a criterion for crossing curve bifurcations due to $[49,36]$ in Thm. A.3, which not only contains transcritical and pitchfork patterns as special cases, but also applies without assuming a given known solution branch. Supplementing [49, 36], an "exchange of stability principle" for Thm. A. 3 is provided, covering the behavior of the critical eigenvalue 1 along the bifurcating branches. Second, one goal of this paper is to provide an analytical justification for bifurcations observed in computer simulations of IDEs. This still requires to approximate eigenvalues of integral operators or to compute solution branches by e.g. pseudo-arc length continuation. App. B sketches the central algorithms for this purpose and surveys some of the related literature. Implementations in Matlab are available for interested readers.
1.3. Notation. Let $\mathbb{R}_{+}:=[0, \infty)$ denote the nonnegative reals and $\mathbb{S}^{1}$ the unit circle in $\mathbb{C}$. On a real Banach space $X, B_{r}(x):=\{y \in X:\|y-x\|<r\}$ is the open ball with center $x$ and radius $r>0 ; \bar{B}_{r}(x)$ is its closure. On the Cartesian product $X \times Y$ with another real Banach space $Y$ we use the norm

$$
\|(x, y)\|:=\max \left\{\|x\|_{X},\|y\|_{Y}\right\}
$$

Moreover, $L_{l}(X, Y), l \in \mathbb{N}$, is the linear space of bounded $l$-linear operators from $X^{l}$ to $Y ; L_{0}(X, Y):=Y, L(X, Y):=L_{1}(X, Y), L(X):=L(X, X)$ and $I_{X}$ is the identity map on $X$. We write $\sigma(T)$ for the spectrum, $\sigma_{p}(T) \subseteq \sigma(T)$ for the point spectrum of (the complexification of) $T \in L(X)$, and refer to $(\lambda, x) \in \mathbb{C} \times X$ as eigenpair of $T$ if $x \neq 0$ and $T x=\lambda x$ hold. The null space and range of $T$ are $N(T):=T^{-1}(0)$ resp. $R(T):=T X$.

The spaces $X, Y$ equipped with a bilinear form $\langle\cdot, \cdot\rangle: Y \times X \rightarrow \mathbb{R}$ satisfying

$$
\forall x \in X \backslash\{0\}: \exists y \in Y:\langle y, x\rangle \neq 0, \quad \forall y \in Y \backslash\{0\}: \exists x \in X:\langle y, x\rangle \neq 0
$$

are called a duality pairing $\langle Y, X\rangle$ (cf. [35, pp. 45ff]). One speaks of a bounded bilinear form if there exists a $C \geq 0$ such that $|\langle y, x\rangle| \leq C\|x\|\|y\|$ for all $x \in X$, $y \in Y$. The annihilator of a subspace $X_{0} \subseteq X$ is denoted by

$$
X_{0}^{\perp}:=\left\{y \in Y:\langle y, x\rangle=0 \text { for all } x \in X_{0}\right\}
$$

Given an operator $T \in L(X)$, its dual operator $T^{\prime} \in L(Y)$ is uniquely determined by $\langle y, T x\rangle=\left\langle T^{\prime} y, x\right\rangle$ for all $x \in X, y \in Y[35$, p. 46, Thm. 4.6].

In case $U \subseteq X$ is an (open) subset, then $C^{m}(U, Y)$ consists of all mappings $f: U \rightarrow Y$ whose $m$-th Fréchet derivative exists and is continuous, where $m \in \mathbb{N}_{0}$.

Norms on finite-dimensional spaces are denoted by $|\cdot|$. In particular, on $\mathbb{R}^{d}$ we exclusively use the norm induced by the inner product $\langle y, x\rangle:=\sum_{j=1}^{d} x_{j} y_{j}$. The space $L\left(\mathbb{R}^{m}, \mathbb{R}^{d}\right)$ is canonically identified with the $d \times m$-matrices $\mathbb{R}^{d \times m}$, and the transpose of $K \in \mathbb{R}^{d \times m}$ is denoted by $K^{T} \in \mathbb{R}^{m \times d}$.
2. Periodic difference equations. We first present the basics necessary to keep this paper self-contained, but also to carve out differences and extensions to the finite-dimensional situation [43]. Above all, periodic solutions of difference equations are characterized as zeros of a cyclic operator, to which the abstract bifurcation results from App. A apply. This is based on the subsequent preparations on differentiability. We moreover state some stability criteria and develop an ambient

Fredholm theory. The latter relies on duality pairings (cf. [35, pp. 45ff] or [56, pp. 303ff]).

Abstractly, we are interested in (nonautonomous) difference equations

$$
u_{t+1}=\mathcal{F}_{t}\left(u_{t}, \alpha\right),
$$

which depend on a parameter $\alpha \in A$ from an ambient set $A$ to be specified later. The right-hand sides $\mathcal{F}_{t}: U_{t} \times A \rightarrow X$ are defined on subsets $U_{t} \subseteq X, t \in \mathbb{Z}$. A sequence $\phi=\left(\phi_{t}\right)_{t \in \mathbb{Z}}$ satisfying $\phi_{t} \in U_{t}$ and $\phi_{t+1}=\mathcal{F}_{t}\left(\phi_{t}, \alpha\right)$ for all $t \in \mathbb{Z}$ is called an entire solution of $\left(\Delta_{\alpha}\right)$ and, given $\varepsilon>0$, the set

$$
\mathcal{B}_{\varepsilon}(\phi):=\left\{(t, x) \in \mathbb{Z} \times X:\left\|x-\phi_{t}\right\|<\varepsilon\right\}
$$

is its $\varepsilon$-neighborhood. One typically identifies $\phi$ and $\left\{\left(t, \phi_{t}\right) \in \mathbb{Z} \times X: t \in \mathbb{Z}\right\}$. Keeping $\alpha \in A$ fixed, the solution of $\left(\Delta_{\alpha}\right)$ starting at an initial time $\tau \in \mathbb{Z}$ in the initial state $u_{\tau} \in U_{\tau}$ is given by

$$
\varphi_{\alpha}\left(t ; \tau, u_{\tau}\right):= \begin{cases}\mathcal{F}_{t-1}(\cdot, \alpha) \circ \ldots \circ \mathcal{F}_{\tau}(\cdot, \alpha)\left(u_{\tau}\right), & \tau<t \\ u_{\tau}, & t=\tau\end{cases}
$$

as long as the compositions stay in $U_{t}$. We call $\varphi_{\alpha}$ the general solution of $\left(\Delta_{\alpha}\right)$.
The paper focuses on periodic difference equations $\left(\Delta_{\alpha}\right)$, i.e. the situation where there exists a basic period $\theta_{0} \in \mathbb{N}$ such that

$$
\mathcal{F}_{t+\theta_{0}}=\mathcal{F}_{t}: U_{t} \times A \rightarrow X, \quad U_{t+\theta_{0}}=U_{t} \quad \text { for all } t \in \mathbb{Z}
$$

In case $\theta_{0}=1$, the right-hand sides $\mathcal{F}_{t}$ and the subsets $U_{t}$ are constant in $t$, and one obtains an autonomous difference equation $\left(\Delta_{\alpha}\right)$.
2.1. The cyclic operator $G$. In order to characterize periodic solutions of $\left(\Delta_{\alpha}\right)$ the following notions are fundamental: Given $\theta \in \mathbb{N}$, the linear space of $\theta$-periodic sequences in $X$,

$$
\ell_{\theta}(X):=\left\{\phi=\left(\phi_{t}\right)_{t \in \mathbb{Z}}: \phi_{t} \in X \text { and } \phi_{t+\theta}=\phi_{t} \text { for all } t \in \mathbb{Z}\right\}
$$

is equipped with the norm $\|\phi\|:=\max _{t=0}^{\theta-1}\left\|\phi_{t}\right\|_{X}$. We identify $\ell_{\theta}(X)$ with the $\theta$-fold product $X^{\theta}$, as these spaces are (topologically) isomorphic by means of the mutually inverse maps $\phi \mapsto \hat{\phi}:=\left(\phi_{0}, \ldots, \phi_{\theta-1}\right)$ and $\left(\phi_{0}, \ldots, \phi_{\theta-1}\right) \mapsto\left(\ldots, \underline{\phi_{0}}, \ldots, \phi_{\theta-1}, \ldots\right)$, the underline indicating the element of index 0 in a sequence $\phi \in \ell_{\theta}(X)$.

We restrict to such solutions, whose period $\theta$ is a multiple of the period $\theta_{0}$ of the difference equation $\left(\Delta_{\alpha}\right)$. With the product $\hat{U}:=U_{0} \times \ldots \times U_{\theta-1} \subseteq X^{\theta}$ and the cyclic mapping

$$
G: \hat{U} \times A \rightarrow X^{\theta}, \quad G(\hat{u}, \alpha):=\left[\begin{array}{c}
\mathcal{F}_{\theta-1}\left(u_{\theta-1}, \alpha\right)-u_{0}  \tag{2.1}\\
\mathcal{F}_{0}\left(u_{0}, \alpha\right)-u_{1} \\
\vdots \\
\mathcal{F}_{\theta-2}\left(u_{\theta-2}, \alpha\right)-u_{\theta-1}
\end{array}\right]
$$

we arrive at the elementary, yet crucial
Theorem 2.1. Let $\alpha \in A, \theta \in \mathbb{N}$ be a multiple of $\theta_{0}$ and $\phi \in \ell_{\theta}(X)$. Then $\phi$ is a solution of $\left(\Delta_{\alpha}\right)$ if and only if $G(\hat{\phi}, \alpha)=0$.
Proof. The immediate proof is left to the suspicious reader.

Proposition 2.2 (properties of $G$ ). Let $m \in \mathbb{N}$ and $A$ be an open subset of a Banach space $P$. If each mapping $\mathcal{F}_{t}: U_{t} \times A \rightarrow X, 0 \leq t<\theta_{0}$, is m-times continuously differentiable, then the following holds for all $\hat{u} \in \hat{U}$ and $\alpha \in A$ :
(a) $G: \hat{U} \times A \rightarrow X^{\theta}$ is of class $C^{m}$ with the partial derivatives

$$
\begin{align*}
& D_{1} G(\hat{u}, \alpha) \hat{v}=\left[\begin{array}{c}
D_{1} \mathcal{F}_{\theta-1}\left(u_{\theta-1}, \alpha\right) v_{\theta-1}-v_{0} \\
D_{1} \mathcal{F}_{0}\left(u_{0}, \alpha\right) v_{0}-v_{1} \\
\vdots \\
D_{1} \mathcal{F}_{\theta-2}\left(u_{\theta-2}, \alpha\right) v_{\theta-2}-v_{\theta-1}
\end{array}\right],  \tag{2.2}\\
& D_{1}^{i} D_{2}^{j} G(\hat{u}, \alpha) \hat{v}^{1} \ldots \hat{v}^{i} p^{1} \ldots p^{j}=\left[\begin{array}{c}
D_{1}^{i} D_{2}^{j} \mathcal{F}_{\theta-1}\left(u_{\theta-1}, \alpha\right) v_{\theta-1}^{1} \cdots v_{\theta-1}^{i} p^{1} \cdots p^{j} \\
D_{1}^{i} D_{2}^{j} \mathcal{F}_{0}\left(u_{0}, \alpha\right) v_{0}^{1} \cdots v_{0}^{i} p^{1} \cdots p^{j} \\
\vdots \\
D_{1}^{i} D_{2}^{j} \mathcal{F}_{\theta-2}\left(u_{\theta-2}, \alpha\right) v_{\theta-2}^{1} \cdots v_{\theta-2}^{i} p^{1} \cdots p^{j}
\end{array}\right] \tag{2.3}
\end{align*}
$$

for $i, j \in \mathbb{N}_{0}, 1 \leq i+j \leq m,(i, j) \neq(1,0)$ and $\hat{v}, \hat{v}^{k} \in X^{\theta}, p^{k} \in P, 1 \leq k \leq m$.
(b) If every $D_{1} \mathcal{F}_{t}\left(u_{t}, \alpha\right) \in L(X), 0 \leq t<\theta$, is compact, then $D_{1} G(\hat{u}, \alpha) \in L\left(X^{\theta}\right)$ is a Fredholm operator of index 0 .

Note that continuous differentiability of $\mathcal{F}_{t}$ in the assumptions of Prop. 2.2 is to be understood in the sense of Fréchet for open sets $U_{t}$, or as cone differentiability when $U_{t}$ is a cone in $X$ (cf. [22, pp. 225-226]).

Proof. (a) Thanks to e.g. [56, pp. 246-247, Prop. 4] and (2.1), the differentiability properties of $\mathcal{F}_{t}$ and of the component functions transfer to $G$.
(b) The partial derivative $D_{1} G(\hat{u}, \alpha) \in L\left(X^{\theta}\right)$ is Fredholm of index 0 , because due to (2.2) it is a compact perturbation of the identity, and thus [56, p. 300, Thm. 5.E] implies the claim.
2.2. Periodic linear equations, stability and Fredholm theory. Our first goal is capturing the local dynamical behavior of $\left(\Delta_{\alpha}\right)$ near given branches $\phi(\alpha)$ of $\theta$-periodic solutions via their linearization. Thereto, suppose the partial derivatives $D_{1} \mathcal{F}_{t}: U_{t} \times A \rightarrow L(X), t \in \mathbb{Z}$, exist. Given $\alpha \in A$, the linear difference equation

$$
v_{t+1}=D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right) v_{t}
$$

in $X$ is called the variational equation (associated to the $\theta$-periodic solution $\phi(\alpha)$ of $\left.\left(\Delta_{\alpha}\right)\right)$. It has the transition operator

$$
\Phi_{\alpha}(t, \tau):= \begin{cases}D_{1} \mathcal{F}_{t-1}\left(\phi(\alpha)_{t-1}, \alpha\right) \cdots D_{1} \mathcal{F}_{\tau}\left(\phi(\alpha)_{\tau}, \alpha\right), & \tau<t \\ I_{X}, & \tau=t\end{cases}
$$

the period operator $\Xi_{\theta}(\alpha):=\Phi_{\alpha}(\theta, 0)$ and the Floquet spectrum $\sigma_{\theta}(\alpha):=\sigma\left(\Xi_{\theta}(\alpha)\right)$. The elements of $\sigma_{\theta}(\alpha)$ are called Floquet multipliers.

In this setting, the stability properties of a solution $\phi(\alpha) \in \ell_{\theta}(X)$ to $\left(\Delta_{\alpha}\right)$ are as follows:

- $\sigma_{\theta}(\alpha) \subseteq B_{1}(0)$ if and only if $\phi(\alpha)$ is exponentially stable, i.e. there exist reals $K \geq 1, \gamma \in(0,1)$ and $\rho>0$ such that
$\left\|\varphi_{\alpha}\left(t ; \tau, u_{\tau}\right)-\phi(\alpha)_{t}\right\| \leq K \gamma^{t-\tau}\left\|u_{\tau}-\phi(\alpha)_{\tau}\right\| \quad$ for all $\tau \leq t, u_{\tau} \in \bar{B}_{\rho}\left(\phi(\alpha)_{\tau}\right)$
(see [24], [27, p. 2, Thm. 1], [45, Thm. 2.1(a)]),
- if there exists a decomposition $\sigma_{\theta}(\alpha)=\sigma_{0} \cup \sigma_{u}$ with $\sup _{\lambda \in \sigma_{0}}|\lambda|<\inf _{\lambda \in \sigma_{u}}|\lambda|$, $1<\inf _{\lambda \in \sigma_{u}}|\lambda|$ and $\sigma_{u} \neq \emptyset$, then $\phi(\alpha)$ is unstable (see [27, p. 3, Thm. 2] or [45, Thm. 2.1(b)]).
In what follows, let us keep a parameter $\alpha^{*} \in A$ and a solution $\phi^{*} \in \ell_{\theta}(X)$ to $\left(\Delta_{\alpha^{*}}\right)$ fixed. A spectral decomposition $\sigma_{\theta}\left(\alpha^{*}\right)=\sigma_{s} \dot{\cup} \sigma_{c} \dot{\cup} \sigma_{u}$ into disjoint closed sets $\sigma_{s} \subseteq B_{1}(0), \sigma_{c} \subseteq \mathbb{S}^{1}$ and $\sigma_{u} \subseteq \mathbb{C} \backslash \bar{B}_{1}(0)$ gives rise to a decomposition

$$
X=X_{s} \oplus X_{c} \oplus X_{u}
$$

of the space $X$ into closed subspaces $X_{s}, X_{c}$ and $X_{u}$ (cf. [30, p. 178, Thm. 6.17]). If $X_{c} \oplus X_{u}$ is finite-dimensional, then $m_{*}\left(\phi^{*}\right):=\operatorname{dim} X_{u}$ is called the Morse index and $m^{*}\left(\phi^{*}\right):=\operatorname{dim} X_{c} \oplus X_{u}$ is the upper Morse index of a solution $\phi^{*}$. In case

$$
\sigma_{\theta}\left(\alpha^{*}\right) \cap \mathbb{S}^{1}=\emptyset,
$$

that is, $\sigma_{c}=\emptyset$, or equivalently, $X_{c}=\{0\}$, one denotes the periodic solution $\phi^{*}$ as hyperbolic. In this situation we have $m_{*}\left(\phi^{*}\right)=m^{*}\left(\phi^{*}\right)$, and $\phi^{*}$ is exponentially stable if and only if $m_{*}\left(\phi^{*}\right)=0$. Thus, the Morse index is a measure of instability.

In order to simplify our subsequent analysis, we suppose for the remaining section that every $D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right) \in L(X), 0 \leq t<\theta_{0}$, is compact. We now address the question of how the Floquet spectrum is related to the point spectrum of the derivative of $G$ :

Proposition 2.3. If $\theta \in \mathbb{N}$ is a multiple of $\theta_{0}$, then

$$
\sigma_{p}\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=\left\{\lambda-1 \in \mathbb{C}: \lambda^{\theta} \in \sigma_{p}\left(\Xi_{\theta}\left(\alpha^{*}\right)\right)\right\} .
$$

Moreover, for any $\lambda \in \mathbb{C}, \hat{\xi} \in X^{\theta}$, the following statements are equivalent:
(a) $(\lambda-1, \hat{\xi})$ is an eigenpair of $D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)$,
(b) $\left(\lambda^{\theta}, \xi_{0}\right)$ is an eigenpair of $\Xi_{\theta}\left(\alpha^{*}\right)$, and $\lambda^{t} \xi_{t}=\Phi_{\alpha^{*}}(t, 0) \xi_{0}$ for all $0 \leq t<\theta$.

Proof. The proof is a straightforward generalization of a well-known result for cyclic matrices, found in e.g. [54, pp. 293-295]. The argument is based on the fact that the power $\left[I_{X^{\theta}}+D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right]^{\theta}$ is block diagonal.

Proposition 2.4. If $\theta \in \mathbb{N}$ is a multiple of $\theta_{0}$ and $\xi^{*}=\left(\xi_{t}^{*}\right)_{t \in \mathbb{Z}} \in \ell_{\theta}(X)$, then the following statements are equivalent:
(a) $\xi^{*}$ is a solution of $\left(V_{\alpha^{*}}\right)$,
(b) $\hat{\xi}^{*} \in N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)$,
(c) $\xi_{t}^{*}=\Phi_{\alpha^{*}}(t, 0) \xi_{0}^{*}$ holds for all $0 \leq t<\theta$. If $\xi_{0}^{*} \neq 0$, then $\left(1, \xi_{0}^{*}\right)$ is an eigenpair of $\Xi_{\theta}\left(\alpha^{*}\right)$.
In particular, we have $\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=\operatorname{dim} N\left(\Xi_{\theta}\left(\alpha^{*}\right)-I_{X}\right)$.
Proof. We suppress the dependence on the fixed parameter $\alpha^{*}$.
$(a) \Rightarrow(b)$ In particular, $\xi_{t+1-\theta}^{*}=\xi_{t+1}^{*}=D \mathcal{F}_{t}\left(\phi_{t}^{*}\right) \xi_{t}^{*}$ for all $0 \leq t<\theta$. Referring to the representation (2.2), we now have

$$
\begin{aligned}
\left(D G\left(\hat{\phi}^{*}\right) \hat{\xi}^{*}\right)_{t+1} & =D \mathcal{F}_{t}\left(\phi_{t}^{*}\right) \xi_{t}^{*}-\xi_{t+1}^{*}=0 \quad \text { for all } 0 \leq t<\theta \\
\left(D G\left(\hat{\phi}^{*}\right) \hat{\xi}^{*}\right)_{0} & =D \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}\right) \xi_{\theta-1}^{*}-\xi_{0}^{*}=D \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}\right) \xi_{\theta-1}^{*}-\xi_{\theta}^{*}=0
\end{aligned}
$$

yielding $D G\left(\hat{\phi}^{*}\right) \hat{\xi}^{*}=0$, as desired.
$(b) \Rightarrow(c)$ The result is evident for $\xi^{*}=0$. If $\xi^{*} \neq 0$, then the result follows as a special case of Prop. 2.3.
$(c) \Rightarrow(a)$ Assume that $\left(1, \xi_{0}^{*}\right)$ is an eigenpair of $\Xi_{\theta}$ and that $\xi_{t}^{*}=\Phi(t, 0) \xi_{0}^{*}$ for all $0 \leq t<\theta$. For any $t \in \mathbb{Z}$, there exists a uniquely determined $k \in \mathbb{Z}$ such that $\tilde{t}:=t+k \theta \in\{0, \ldots, \theta-1\}$, and by the $\theta$-periodicity of $\left(\xi_{t}^{*}\right)_{t \in \mathbb{Z}}$ we have $\xi_{t}^{*}=\xi_{\tilde{t}}^{*}$ for every $t \in \mathbb{Z}$. The $\theta$-periodicity of $\left(D \mathcal{F}_{t}\left(\phi_{t}^{*}\right)\right)_{t \in \mathbb{Z}}$ now implies that $\xi_{t+1}^{*}=\xi_{\tilde{t}+1}^{*}=\Phi(\tilde{t}+1, \tilde{t}) \xi_{\tilde{t}}^{*}=D \mathcal{F}_{\tilde{t}}\left(\phi_{\tilde{t}}^{*}\right) \xi_{\tilde{t}}^{*}=D \mathcal{F}_{t}\left(\phi_{t}^{*}\right) \xi_{t}^{*}$ whenever $0 \leq \tilde{t} \leq \theta-2$, and $\xi_{t+1}^{*}=\xi_{\theta}^{*}=\xi_{0}^{*}=\Xi_{\theta} \xi_{0}^{*}=\Phi(\theta, \theta-1) \Phi(\theta-1,0) \xi_{0}^{*}=D \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}\right) \xi_{\theta-1}^{*}=D \mathcal{F}_{t}\left(\phi_{t}^{*}\right) \xi_{t}^{*}$ whenever $\tilde{t}=\theta-1$. It follows that $\xi^{*}$ is a $\theta$-periodic solution of $\left(V_{\alpha}\right)$, as desired. The final remark results from the fact that $\hat{\xi}^{*}$ is uniquely determined by $\xi_{0}^{*}$, since $\xi_{t}^{*}=\Phi(t, 0) \xi_{0}^{*}$ for $0 \leq t<\theta$. This implies that there is a one-to-one correspondence between elements $\xi_{0}^{*} \in N\left(\Xi_{\theta}-I_{X}\right)$ and $\hat{\xi}^{*} \in N(D G(\hat{\phi}))$, yielding the claim.

Suppose that we have given a duality pairing $\langle Y, X\rangle$ such that the dual operator $D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right)^{\prime} \in L(Y)$ of the derivative $D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right)$ exists for all $0 \leq t<\theta$. This allows us to introduce the dual variational equation (w.r.t. the duality pairing)

$$
v_{t}=D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right)^{\prime} v_{t+1}
$$

which is a linear (backwards) difference equation in $Y$. Its dual transition operator possesses the representation

$$
\Phi_{\alpha}^{\prime}(t, \tau):= \begin{cases}D_{1} \mathcal{F}_{\tau}\left(\phi(\alpha)_{\tau}, \alpha\right)^{\prime} \cdots D_{1} \mathcal{F}_{t-1}\left(\phi(\alpha)_{t-1}, \alpha\right)^{\prime}, & t>\tau  \tag{2.4}\\ I_{Y}, & t=\tau\end{cases}
$$

and thus $\Phi_{\alpha}^{\prime}(t, \tau)=\Phi_{\alpha}(t, \tau)^{\prime}$, which results in the dual period operator

$$
\Xi_{\theta}^{\prime}(\alpha):=\Phi_{\alpha}^{\prime}(\theta, 0)=\Phi_{\alpha}(\theta, 0)^{\prime}
$$

If we introduce the bilinear form

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\theta}: Y^{\theta} \times X^{\theta} \rightarrow \mathbb{R}, \quad\langle\hat{y}, \hat{x}\rangle_{\theta}:=\sum_{t=0}^{\theta-1}\left\langle y_{t}, x_{t}\right\rangle, \tag{2.5}
\end{equation*}
$$

then $\left\langle Y^{\theta}, X^{\theta}\right\rangle_{\theta}$ becomes a duality pairing as well. Boundedness is inherited from $\langle\cdot, \cdot\rangle$. As clearly $I_{X^{\theta}}^{\prime}=I_{Y^{\theta}}$, the associate dual operator of $D_{1} G(\hat{u}, \alpha)$ is given by

$$
D_{1} G(\hat{u}, \alpha)^{\prime} \in L\left(Y^{\theta}\right), \quad D_{1} G(\hat{u}, \alpha)^{\prime} \hat{v}=\left[\begin{array}{c}
D_{1} \mathcal{F}_{0}\left(u_{0}, \alpha\right)^{\prime} v_{1}-v_{0} \\
\vdots \\
D_{1} \mathcal{F}_{\theta-2}\left(u_{\theta-2}, \alpha\right)^{\prime} v_{\theta-1}-v_{\theta-2} \\
D_{1} \mathcal{F}_{\theta-1}\left(u_{\theta-1}, \alpha\right)^{\prime} v_{0}-v_{\theta-1}
\end{array}\right]
$$

for all $\hat{u} \in \hat{U}$ and tuples $\hat{v} \in Y^{\theta}$.
The relationship between $\left(V_{\alpha^{*}}^{\prime}\right), D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}$ and $\Xi_{\theta}^{\prime}\left(\alpha^{*}\right)$ resembles the relationship between $\left(V_{\alpha^{*}}\right), D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)$ and $\Xi_{\theta}\left(\alpha^{*}\right)$ described in Prop. 2.4:

Proposition 2.5. If $\theta \in \mathbb{N}$ is a multiple of $\theta_{0}$ and $\eta^{*}=\left(\eta_{t}^{*}\right)_{t \in \mathbb{Z}} \in \ell_{\theta}(Y)$, then the following statements are equivalent:
(a) $\eta^{*}$ is a solution of $\left(V_{\alpha^{*}}^{\prime}\right)$,
(b) $\hat{\eta}^{*} \in N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)$,
(c) $\eta_{t}^{*}=\Phi_{\alpha^{*}}^{\prime}(\theta, t) \eta_{0}^{*}$ holds for all $0 \leq t<\theta$. If $\eta_{0}^{*} \neq 0$, then $\left(1, \eta_{0}^{*}\right)$ is an eigenpair of $\Xi_{\theta}^{\prime}\left(\alpha^{*}\right)$.
In particular, we have $\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)=\operatorname{dim} N\left(\Xi_{\theta}\left(\alpha^{*}\right)^{\prime}-I_{Y}\right)$.
Proof. The proof is dual to that of Prop. 2.4 and thus omitted.

Proposition 2.6. If $\theta \in \mathbb{N}$ is a multiple of $\theta_{0}$, then the following holds:
(a) $\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)<\infty$,
(b) $R\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=\left\{\hat{v} \in X^{\theta}:\left\langle\hat{\eta}^{*}, \hat{v}\right\rangle_{\theta}=0\right.$ for all $\left.\hat{\eta}^{*} \in N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)\right\}$.

Proof. The statement follows from the Fredholm alternative for duality pairings, as shown in e.g. [35, p. 53, Thm. 4.15] (for (a)) and [35, p. 55, Thm. 4.17] (for (b)).

Our Props. 2.3-2.6 finally culminate in
Corollary 2.7. For any $n \in \mathbb{N}$, the following are equivalent:
(a) $\left(V_{\alpha^{*}}\right)$ has exactly $n$ linearly independent $\theta$-periodic solutions (up to multiples),
(b) $\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=n$,
(c) $\operatorname{dim} N\left(\Xi_{\theta}\left(\alpha^{*}\right)-I_{X}\right)=n$,
(d) ( $V_{\alpha^{*}}^{\prime}$ ) has exactly $n$ linearly independent $\theta$-periodic solutions (up to multiples),
(e) $\operatorname{dim} N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)=n$,
(f) $\operatorname{dim} N\left(\Xi_{\theta}^{\prime}\left(\alpha^{*}\right)-I_{Y}\right)=n$.

If any (and thus all) of the above hold with $N\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)^{\prime}\right)=\operatorname{span}\left\{\hat{\eta}^{1}, \ldots, \hat{\eta}^{n}\right\}$, then the linear functionals

$$
z_{j}^{\prime}: X^{\theta} \rightarrow \mathbb{R}, \quad \quad z_{j}^{\prime}(\hat{v}):=\left\langle\hat{\eta}^{j}, \hat{v}\right\rangle_{\theta} \quad \text { for all } 1 \leq j \leq n
$$

satisfy $R\left(D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\right)=\bigcap_{j=1}^{n} N\left(z_{j}^{\prime}\right)$.
Proof. We proceed in several steps:
$(a) \Leftrightarrow(c) \xi \mapsto \Phi_{\alpha^{*}}(\cdot, 0) \xi$ is isomorphism from $X$ to the solution space of $\left(V_{\alpha^{*}}\right)$, thus mapping a basis of $N\left(\Xi_{\theta}\left(\alpha^{*}\right)-I_{X}\right)$ to linearly independent $\theta$-periodic solutions.
$(c) \Leftrightarrow(b)$ is due to Prop. 2.4.
$(b) \Leftrightarrow(e)$ is established in Prop. 2.6.
$(e) \Leftrightarrow(f)$ is shown in Prop. 2.5.
$(f) \Leftrightarrow(d) \eta^{*} \mapsto \Phi_{\alpha^{*}}^{\prime}(\theta, \cdot) \eta^{*}$ is an isomorphism between $Y$ and the solution space of $\left(V_{\alpha^{*}}^{\prime}\right)$ transferring linearly independent elements of $N\left(\Xi_{\theta}^{\prime}\left(\alpha^{*}\right)-I_{Y}\right)$ to linearly independent $\theta$-periodic solutions of the dual variational equation $\left(V_{\alpha^{*}}\right)$.

Finally, the Fredholm theory from [35, pp. 52-58] yields the following equivalences

$$
\begin{aligned}
\hat{v} \in R(T) & \stackrel{\Leftrightarrow}{\Leftrightarrow} \hat{v} \in N\left(T^{\prime}\right)^{\perp} \Leftrightarrow\left\langle\hat{\eta}^{*}, \hat{v}\right\rangle_{\theta}=0 \quad \text { for all } \eta^{*} \in N\left(T^{\prime}\right) \\
& \stackrel{(2.4)}{\Leftrightarrow}\left\langle\hat{\eta}^{j}, \hat{v}\right\rangle_{\theta}=0 \quad \text { for all } 1 \leq j \leq n \\
& \stackrel{(2.5)}{\Leftrightarrow} \sum_{t=0}^{\theta-1}\left\langle\eta_{t}^{j}, v_{t}\right\rangle=0 \quad \text { for all } 1 \leq j \leq n \\
& \Leftrightarrow \quad z_{j}^{\prime}(\hat{v})=0 \quad \text { for all } 1 \leq j \leq n \Leftrightarrow \hat{v} \in \bigcap_{j=1}^{n} N\left(z_{j}^{\prime}\right)
\end{aligned}
$$

with $T:=D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)$. This leads to our assertion.
3. Periodic integrodifference equations. This section applies the above preparations to periodic difference equations $\left(\Delta_{\alpha}\right)$, whose right-hand side $\mathcal{F}_{t}$ is a nonlinear integral operator. We specify concrete mappings $\mathcal{F}_{t}$ including both dispersal-growth as well as growth-dispersal (Hammerstein) equations, and formulate standing assumptions guaranteeing sufficient smoothness and complete continuity of $\mathcal{F}_{t}$. As an application, a persistence result for periodic solutions of IDEs is given. Furthermore, we determine the dual operator of the linearization of $\mathcal{F}_{t}$.

Throughout, we suppose $\Omega$ is a compact metric space such that additionally, $(\Omega, \mathfrak{A}, \mu)$ is a measure space fulfilling $\mu(\Omega)<\infty$, so that the $\sigma$-algebra $\mathfrak{A}$ contains the Borel sets generated by the metric on $\Omega$, and so that $\mu\left(\Omega^{\prime}\right)>0$ holds for all nonempty open sets $\Omega^{\prime} \subseteq \Omega$. In this section, the parameter space $A$ is assumed to be an open subset of a Banach space $P$. It is handy to abbreviate (when $U \subseteq \mathbb{R}^{d}$ )

$$
C(\Omega, U):=\{u: \Omega \rightarrow U \mid u \text { is continuous }\}, \quad C_{d}:=C\left(\Omega, \mathbb{R}^{d}\right)
$$

and we choose $X=C_{d}$ with the norm $\|u\|:=\max _{x \in \Omega}|u(x)|$ in what follows.
The next result motivates our assumption of having no open sets of measure 0 .
Lemma 3.1. The bilinear form

$$
\begin{equation*}
\langle u, v\rangle:=\int_{\Omega}\langle u(y), v(y)\rangle \mathrm{d} \mu(y) \quad \text { for all } u, v \in C_{d} \tag{3.1}
\end{equation*}
$$

yields a bounded duality pairing $\left\langle C_{d}, C_{d}\right\rangle$.
Proof. The proof extends [35, p. 46, Thm. 4.4] to our more general setting. Begin by noting that for each $u \in C_{d} \backslash\{0\}$, there exists an $x_{0} \in \Omega$ with $u\left(x_{0}\right) \neq 0$ and an open neighborhood $\Omega^{\prime} \subseteq \Omega$ of $x_{0}$ so that $|u(x)| \geq \frac{\left|u\left(x_{0}\right)\right|}{2}>0$ for all $x \in \Omega^{\prime}$. Now

$$
\langle u, u\rangle=\int_{\Omega}\langle u(y), u(y)\rangle \mathrm{d} \mu(y) \geq \sum_{t=0}^{\theta-1} \int_{\Omega^{\prime}} u_{t}(y)^{2} \mathrm{~d} \mu(y) \geq \frac{\left|u\left(x_{0}\right)\right|^{2}}{4} \mu\left(\Omega^{\prime}\right)>0
$$

holds via the assumption $\mu\left(\Omega^{\prime}\right)>0$. Due to the Cauchy-Schwarz inequality in $\mathbb{R}^{d}$, we have

$$
|\langle u, v\rangle| \leq \int_{\Omega}|\langle u(y), v(y)\rangle| \mathrm{d} \mu(y) \leq \int_{\Omega}|u(y)||v(y)| \mathrm{d} \mu(y) \leq \mu(\Omega)\|u\|\|v\|
$$

for all $u, v \in C_{d}$, and therefore $\langle\cdot, \cdot\rangle$ is also bounded.
The right-hand side of $\left(\Delta_{\alpha}\right)$ is assumed to be of the form

$$
\begin{equation*}
\mathcal{F}_{t}(u, \alpha)(x):=G_{t}\left(x, \int_{\Omega} f_{t}(x, y, u(y), \alpha) \mathrm{d} \mu(y), \alpha\right) \quad \text { for all } x \in \Omega \tag{3.2}
\end{equation*}
$$

In order to deal with periodic $\operatorname{IDEs}\left(\Delta_{\alpha}\right)$, we assume there exists a basic period $\theta_{0} \in \mathbb{N}$ such that $f_{t}=f_{t+\theta_{0}}$ and $G_{t}=G_{t+\theta_{0}}, t \in \mathbb{Z}$; then $\mathcal{F}_{t}=\mathcal{F}_{t+\theta_{0}}$ holds for all $t \in \mathbb{Z}$. Given a differentiability order $m \in \mathbb{N}$, the following standing assumptions are supposed for every $0 \leq t<\theta_{0}$ :
$\left(H_{1}\right) f_{t}: \Omega \times \Omega \times U_{t}^{1} \times A \rightarrow \mathbb{R}^{p}$ is continuous with an open, nonempty and convex $U_{t}^{1} \subseteq \mathbb{R}^{d}$ and the derivatives $D_{(3,4)}^{j} f_{t}: \Omega \times \Omega \times U_{t}^{1} \times A \rightarrow L_{j}\left(\mathbb{R}^{d} \times P, \mathbb{R}^{p}\right)$ for $1 \leq j \leq m$ exist as continuous functions.
$\left(H_{2}\right) G_{t}: \Omega \times U_{t}^{2} \times A \rightarrow \mathbb{R}^{d}$ is continuous with an open, nonempty and convex $U_{t}^{2} \subseteq \mathbb{R}^{p}$ and the derivatives $D_{(2,3)}^{j} G_{t}: \Omega \times U_{t}^{2} \times A \rightarrow L_{j}\left(\mathbb{R}^{p} \times P, \mathbb{R}^{d}\right)$ for $1 \leq j \leq m$ exist as continuous functions.
As a result, the Urysohn operator

$$
\mathcal{U}_{t}: C\left(\Omega, U_{t}^{1}\right) \times A \rightarrow C_{p}, \quad \mathcal{U}_{t}(u, \alpha):=\int_{\Omega} f_{t}(\cdot, y, u(y), \alpha) \mathrm{d} \mu(y)
$$

is of class $C^{m}$ and referring to [44] ${ }^{1}$, this guarantees that the right-hand side (3.2) of $\left(\Delta_{\alpha}\right)$ defined on an ambient subset

$$
U_{t} \subseteq\left\{u \in C\left(\Omega, U_{t}^{1}\right): \int_{\Omega} f_{t}(x, y, u(y), \alpha) \mathrm{d} \mu(y) \in U_{t}^{2} \text { for all } x \in \Omega\right\}
$$

fulfills for every $t \in \mathbb{Z}$ :
$\left(P_{1}\right) \mathcal{F}_{t} \in C^{m}\left(U_{t} \times A, C_{d}\right)$ (see [44, Proceed as in the proof of Prop. 2.7]),
$\left(P_{2}\right) D_{1} \mathcal{F}_{t}(u, \alpha) \in L\left(C_{d}\right)$ is compact for all $(u, \alpha) \in U_{t} \times A$.
Working with a rather general measure $\mu$ in (3.2) allows us to capture both classical IDEs, as well as their spatial discretizations in a unified framework:

Example 3.1 (measures). (1) In the applications [4, 33, 39, 47, 50, 53], $\mu$ is simply the $\kappa$-dimensional Lebesgue measure yielding the Lebesgue integral in (3.2) and therefore the IDE

$$
u_{t+1}(x)=G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, u_{t}(y), \alpha\right) \mathrm{d} y, \alpha\right) \quad \text { for all } x \in \Omega
$$

(2) Suppose that the compact set $\Omega \subset \mathbb{R}^{\kappa}$ is countable, $\eta \in \Omega$ and $w_{\eta}$ denote nonnegative reals. Then $\mu\left(\Omega^{\prime}\right):=\sum_{\eta \in \Omega^{\prime}} w_{\eta}$ defines a measure on the family of countable subsets $\Omega^{\prime} \subset \mathbb{R}^{\kappa}$. The assumption $\sum_{\eta \in \Omega} w_{\eta}<\infty$ guarantees that $\mu(\Omega)$ is finite. The resulting $\mu$-integral $\int_{\Omega} u \mathrm{~d} \mu=\sum_{\eta \in \Omega} w_{\eta} u(\eta)$ leads to difference equations

$$
\begin{equation*}
u_{t+1}(x)=G_{t}\left(x, \sum_{\eta \in \Omega} w_{\eta} f_{t}\left(x, \eta, u_{t}(\eta), \alpha\right), \alpha\right) \quad \text { for all } x \in \Omega \tag{3.3}
\end{equation*}
$$

which cover Nyström methods with nodes $\eta$ and weights $w_{\eta}$ as they appear in numerical discretizations [8], [35, pp. 224ff]. Alternatively, this captures models for populations spread between finitely many different patches (metapopulation models, see [33, Example 1]). For singletons $\Omega$, (3.3) turns into a system of difference equations in $\mathbb{R}^{d}$ as studied in [43].

Now fix a parameter $\alpha^{*} \in A$ and an associate $\theta_{1}$-periodic solution $\phi^{*}$ of $\left(\Delta_{\alpha^{*}}\right)$. From (3.2), one obtains the partial derivative

$$
\begin{align*}
& {\left[D_{1} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v\right](x)}  \tag{3.4}\\
& =D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y)
\end{align*}
$$

for all $t \in \mathbb{Z}, x \in \Omega$ and $v \in C_{d}$. Apparently, (3.4) is the product of a multiplication operator with a Fredholm integral operator and therefore compact.

Theorem 3.2 (persistence of periodic solutions). Let $\alpha^{*} \in A, \theta_{1} \in \mathbb{N}$ and define $\theta:=\operatorname{lcm}\left(\theta_{0}, \theta_{1}\right)$. If $\phi^{*}$ is an $\theta_{1}$-periodic solution of $\left(\Delta_{\alpha^{*}}\right)$ satisfying the weak hyperbolicity condition

$$
\begin{equation*}
1 \notin \sigma_{\theta}\left(\alpha^{*}\right) \tag{3.5}
\end{equation*}
$$

then there exist $\rho, \varepsilon>0$ and a $C^{m}$-function $\phi: B_{\rho}\left(\alpha^{*}\right) \rightarrow B_{\varepsilon}\left(\phi^{*}\right) \subseteq \ell_{\theta}\left(C_{d}\right)$ such that the following statements hold for all $\alpha \in B_{\rho}\left(\alpha^{*}\right)$ :
(a) $\phi(\alpha)$ is the unique $\theta$-periodic solution of $\left(\Delta_{\alpha}\right)$ in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right)$ and $\phi\left(\alpha^{*}\right)=\phi^{*}$,

[^1](b) $D \phi\left(\alpha^{*}\right)=\left(\ldots, \underline{\psi_{0}}, \ldots, \psi_{\theta-1}, \ldots\right)$ with $\psi_{0}, \ldots, \psi_{\theta-1} \in L\left(P, C_{d}\right)$ uniquely given by the cyclic system of Fredholm integral equations of the second kind
\[

\left\{$$
\begin{array}{l}
\psi_{0}=D_{1} \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}, \alpha^{*}\right) \psi_{\theta-1}+D_{2} \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}, \alpha^{*}\right)  \tag{3.6}\\
\psi_{1}=D_{1} \mathcal{F}_{0}\left(\phi_{0}^{*}, \alpha^{*}\right) \psi_{0}+D_{2} \mathcal{F}_{0}\left(\phi_{0}^{*}, \alpha^{*}\right) \\
\quad \vdots \\
\psi_{\theta-1}=D_{1} \mathcal{F}_{\theta-2}\left(\phi_{\theta-2}^{*}, \alpha^{*}\right) \psi_{\theta-2}+D_{2} \mathcal{F}_{\theta-2}\left(\phi_{\theta-2}^{*}, \alpha^{*}\right)
\end{array}
$$\right.
\]

(c) in case the solution $\phi^{*}$ is even hyperbolic, i.e. $\sigma_{\theta}\left(\alpha^{*}\right) \cap \mathbb{S}^{1}=\emptyset$, then also $\phi(\alpha)$ is hyperbolic with the same Morse index as $\phi^{*}$,
where the occurring derivatives are given by (3.4) and

$$
\begin{align*}
& {\left[D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) p\right](x)=D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right)}  \tag{3.7}\\
& \quad \int_{\Omega} D_{4} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) p \mathrm{~d} \mu(y)+D_{3} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) p
\end{align*}
$$

for all $t \in \mathbb{Z}, x \in \Omega$ and $p \in P$.
It is an immediate consequence of statement (c) that the solutions $\phi(\alpha)$ are exponentially stable, provided $\phi^{*}$ is exponentially stable and has Morse index 0 .

Proof. First of all, $\phi^{*}$ is a $\theta$-periodic solution of $\left(\Delta_{\alpha^{*}}\right)$, and Thm. 2.1 yields $G\left(\hat{\phi}^{*}, \alpha^{*}\right)=0$. Moreover, due to ( $P_{1}$ ) and Prop. 2.2(a), the mapping $G: \hat{U} \times A \rightarrow C_{d}^{\theta}$ is of class $C^{m}$. Thanks to $\left(P_{2}\right)$, we obtain that every $D_{1} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)$ is compact. Hence, Prop. 2.3 applies, and so hyperbolicity (3.5) implies that the partial derivative $D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \in L\left(C_{d}^{\theta}\right)$ is invertible. Now the implicit function theorem (e.g. [56, pp. 250-251, Thm. 4.E]) guarantees the existence of neighborhoods $B_{\rho}\left(\alpha^{*}\right) \subseteq A$, $B_{\varepsilon}\left(\hat{\phi}^{*}\right) \subseteq \hat{U}$ and of a $C^{m}$-function $\hat{\phi}: B_{\rho}\left(\alpha^{*}\right) \rightarrow B_{\varepsilon}\left(\hat{\phi}^{*}\right)$ such that

$$
\begin{equation*}
G(\hat{\phi}(\alpha), \alpha) \equiv 0 \quad \text { on } B_{\rho}\left(\alpha^{*}\right) \tag{3.8}
\end{equation*}
$$

(a) This results by Thm. 2.1 with $\phi(\alpha):=\left(\ldots, \hat{\phi}(\alpha)_{0}, \ldots, \hat{\phi}(\alpha)_{\theta-1}, \ldots\right) \in \ell_{\theta}\left(C_{d}\right)$, therefore $\phi: B_{\rho}\left(\alpha^{*}\right) \rightarrow \ell_{\theta}\left(C_{d}\right)$ is also of class $C^{m}$ and the claimed uniqueness is due to the implicit function theorem.
(b) Taking the derivative in (3.8) gives $D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right) D \hat{\phi}\left(\alpha^{*}\right)+D_{2} G\left(\hat{\phi}^{*}, \alpha^{*}\right)=0$ with derivatives given in (2.2), (2.3). This yields the cyclic system (3.6), which can be uniquely solved because of the hyperbolicity assumption (3.5) and Prop. 2.3.
(c) The hyperbolicity of $\phi^{*}$ implies that there exist disjoint sets $\sigma_{s}, \sigma_{u}$ with

$$
\sigma_{\theta}\left(\alpha^{*}\right)=\sigma_{u} \dot{\cup} \sigma_{s}, \quad \sigma_{u} \subseteq B_{1}(0), \quad \sigma_{s} \subseteq \mathbb{C} \backslash \bar{B}_{1}(0)
$$

and since all $\Xi_{\theta}(\alpha)$ are compact, $\sigma_{u}$ consists of finitely many eigenvalues (having finite multiplicity). By assumption, $\alpha \mapsto D_{1} \mathcal{F}_{t}\left(\phi(\alpha)_{t}, \alpha\right)$ is continuous on $B_{\rho}\left(\alpha^{*}\right)$; thus, $\Xi_{\theta}: B_{\rho}\left(\alpha^{*}\right) \rightarrow L\left(C_{d}\right)$ is continuous. Hence, [30, pp. 213-214, Sect. 5] shows that the above spectral splitting persists in a neighborhood of $\alpha^{*}$, while the dimension of the unstable subspace of $\Xi_{\theta}(\alpha)$ remains constant. This implies the claim.

If an $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ depends on a real parameter $\alpha$, then the effect of parameter changes to the total population can be determined using the following tool.


Figure 1. Equilibrium branches $\phi^{ \pm}(a L)$ as functions of the dispersal parameter $\alpha=a L$ (left). Four largest eigenvalues $\lambda^{ \pm}(a L)$ along these two branches of nontrivial solutions to (3.11) (right)

Remark 3.1 (average population vector). Suppose that $P=\mathbb{R}$. The value of the function

$$
M_{\theta}: B_{\rho}\left(\alpha^{*}\right) \rightarrow \mathbb{R}^{d}, \quad \quad M_{\theta}(\alpha):=\frac{1}{\theta} \sum_{t=0}^{\theta-1} \int_{\Omega} \phi(\alpha)_{t}(y) \mathrm{d} \mu(y)
$$

is understood as average population vector over one period length $\theta$. If the functions $\psi_{1}, \ldots, \psi_{\theta} \in C_{d}$ are given by (3.6), then $\dot{M}_{\theta}\left(\alpha^{*}\right)=\frac{1}{\theta} \sum_{t=0}^{\theta-1} \int_{\Omega} \psi_{t}(y) \mathrm{d} \mu(y)$ allows one to determine whether changes in $\alpha$ near $\alpha^{*}$ lead to an increase $\left(\dot{M}_{\theta}\left(\alpha^{*}\right)_{i}>0\right)$ or a decrease $\left(\dot{M}_{\theta}\left(\alpha^{*}\right)_{i}<0\right)$ in the $i$-th average population, $1 \leq i \leq d$.

The next example relates the dynamics of a scalar difference equation (in $\mathbb{R}$ ) to its IDE counterpart (in the function space $C_{1}$ ). We demonstrate how the size of the habitat can be considered as a parameter (although $\Omega$ is constant in (3.2)) and in which way it affects the stability and bifurcation behavior of our IDE.

Example 3.2 (Allee equation). Let $\beta>0$. The scalar Allee equation

$$
\begin{equation*}
u_{t+1}=\frac{\beta u_{t}^{2}}{1+u_{t}^{2}} \tag{3.9}
\end{equation*}
$$

(cf. [14, pp. 54-55]) has the trivial solution, which is exponentially stable for every parameter $\beta>0$. However, at $\beta=2$ there is a change in the behavior of (3.9):

- For $\beta<2$ it has only the trivial equilibrium.
- For $\beta=2$ the nontrivial fixed point 1 appears.
- For $\beta>2$ there exist two equilibria $\phi^{ \pm}(\beta):=\frac{1}{2}\left(\beta \pm \sqrt{\beta^{2}-4}\right) \neq 0$, where the lower $\phi^{-}(\beta)$ is unstable, while the upper one $\phi^{+}(\beta)$ is exponentially stable.
Summarizing, a supercritical fold bifurcation in (3.9) appears for $\beta=2$. Let us now restrict to the hyperbolic case $\beta=10$, where $\phi^{ \pm}(10)=5 \pm 2 \sqrt{6}$. We aim to determine the way in which the behavior of (3.9) changes under the additional effect of dispersal [53]. For simplicity, assume an interval $\left[-\frac{L}{2}, \frac{L}{2}\right]$ of length $L>0$ as habitat $\Omega$ and consider the corresponding autonomous growth-dispersal IDE

$$
u_{t+1}=10 \int_{-\frac{L}{2}}^{\frac{L}{2}} k(\cdot, y) \frac{u_{t}(y)^{2}}{1+u_{t}(y)^{2}} \mathrm{~d} y
$$

on $C\left[-\frac{L}{2}, \frac{L}{2}\right]$. We introduce the toplinear isomorphism $T_{L} \in L\left(C\left[-\frac{L}{2}, \frac{L}{2}\right], C[-1,1]\right)$, $\left(T_{L} u\right)(\xi):=u\left(\frac{L}{2} \xi\right)$ for all $\xi \in[-1,1]$. The change of variables formula implies

$$
\left(T_{L} u_{t+1}\right)(\tilde{x})=5 L \int_{-1}^{1} k\left(\frac{L}{2} \tilde{x}, \frac{L}{2} \tilde{y}\right) \frac{u_{t}\left(\frac{L}{2} \tilde{y}\right)^{2}}{1+u_{t}\left(\frac{L}{2} \tilde{y}\right)^{2}} \mathrm{~d} \tilde{y} \quad \text { for all } \tilde{x} \in[-1,1]
$$

Therefore, the sequence $v_{t}:=T_{L} u_{t}$ in $C[-1,1]$ satisfies the IDE

$$
v_{t+1}(x)=5 L \int_{-1}^{1} k\left(\frac{L}{2} x, \frac{L}{2} y\right) \frac{v_{t}(y)^{2}}{1+v_{t}(y)^{2}} \mathrm{~d} y \quad \text { for all } x \in[-1,1]
$$

on the constant habitat $[-1,1]$. In order to become more concrete, choose $k$ as the Laplace kernel (cf. [39, 47, 53])

$$
\begin{equation*}
k(x, y):=\frac{a}{2} e^{-a|x-y|} \quad \text { for all } x, y \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

with some dispersal rate $a>0$. The resulting Hammerstein IDE

$$
\begin{equation*}
v_{t+1}(x)=5 \frac{a L}{2} \int_{-1}^{1} e^{-\frac{a L}{2}|x-y|} \frac{v_{t}(y)^{2}}{1+v_{t}(y)^{2}} \mathrm{~d} y \quad \text { for all } x \in[-1,1] \tag{3.11}
\end{equation*}
$$

fits in the setting (3.2) and depends only on the product $a L>0$, which we consider as parameter. Our numerical simulations indicate that (3.11) behaves similarly to its scalar predecessor (3.9) when $a L$ is varied. For parameters $a L>0.464$ there are two fixed point branches $\phi^{ \pm}(a L) \in C_{1}$ (see Fig. 1 (right) ${ }^{2}$ ) merging at $a L \approx 0.464$. The associate eigenvalue branches depicted in Fig. 1 (left) indicate that the upper branch $\phi^{+}$stays exponentially stable, while the lower branch $\phi^{-}$stays unstable. Along $\phi^{+}$the total population $M_{1}(a L)$ is increasing for $a L>0.464$, i.e. both larger habitats, as well as larger dispersal rates $a$ are beneficial for the population size.

Lemma 3.3. The dual operator of $D_{1} \mathcal{F}_{t}(u, \alpha) \in L\left(C_{d}\right)$ exists and is given by

$$
\begin{align*}
& {\left[D_{1} \mathcal{F}_{t}(u, \alpha)^{\prime} v\right](x)}  \tag{3.12}\\
& =\int_{\Omega} D_{3} f_{t}(y, x, u(x), \alpha)^{T} D_{2} G_{t}\left(y, \int_{\Omega} f_{t}(y, \eta, u(\eta), \alpha) \mathrm{d} \mu(\eta), \alpha\right)^{T} v(y) \mathrm{d} \mu(y)
\end{align*}
$$

for all $t \in \mathbb{Z}, x \in \Omega, u \in U_{t}, \alpha \in A$ and $v \in C_{d}$.
Proof. Let $t \in \mathbb{Z}$. Notation-wise, it is convenient to neglect the dependence on $\alpha$ in $G_{t}, f_{t}, \mathcal{F}_{t}$ and to write $M_{t}(x):=D_{2} G_{t}\left(x, \int_{\Omega} f_{t}(x, \eta, u(\eta)) \mathrm{d} \mu(\eta)\right) \in \mathbb{R}^{d \times p}$. We have

$$
\begin{aligned}
&\left\langle w, D \mathcal{F}_{t}(u) v\right\rangle=\int_{\Omega}\left\langle w(x),\left[D \mathcal{F}_{t}(u) v\right](x)\right\rangle \mathrm{d} \mu(x) \\
& \stackrel{(3.4)}{=} \int_{\Omega}\left\langle w(x), M_{t}(x) \int_{\Omega} D_{3} f_{t}(x, y, u(y)) v(y) \mathrm{d} \mu(y)\right\rangle \mathrm{d} \mu(x) \\
&=\int_{\Omega}\left\langle M_{t}(x)^{T} w(x), \int_{\Omega} D_{3} f_{t}(x, y, u(y)) v(y) \mathrm{d} \mu(y)\right\rangle \mathrm{d} \mu(x) \\
&=\int_{\Omega} \int_{\Omega}\left\langle M_{t}(x)^{T} w(x), D_{3} f_{t}(x, y, u(y)) v(y)\right\rangle \mathrm{d} \mu(y) \mathrm{d} \mu(x) \\
&=\int_{\Omega} \int_{\Omega}\left\langle D_{3} f_{t}(x, y, u(y))^{T} M_{t}(x)^{T} w(x), v(y)\right\rangle \mathrm{d} \mu(y) \mathrm{d} \mu(x)
\end{aligned}
$$

[^2]and Fubini's theorem (e.g. [16, pp. 159-160, Thm. 5.2.2]) implies
\[

$$
\begin{aligned}
\left\langle w, D \mathcal{F}_{t}(u) v\right\rangle & =\int_{\Omega} \int_{\Omega}\left\langle D_{3} f_{t}(y, x, u(y))^{T} M_{t}(y)^{T} w(y), v(x)\right\rangle \mathrm{d} \mu(y) \mathrm{d} \mu(x) \\
& =\int_{\Omega}\left\langle\int_{\Omega} D_{3} f_{t}(y, x, u(x))^{T} M_{t}(y)^{T} w(y) \mathrm{d} \mu(y), v(x)\right\rangle \mathrm{d} \mu(x) \\
& =\int_{\Omega}\left\langle\left[D \mathcal{F}_{t}(u)^{\prime} w\right](x), v(x)\right\rangle \mathrm{d} \mu(x)=\left\langle D \mathcal{F}_{t}(u)^{\prime} w, v\right\rangle
\end{aligned}
$$
\]

for all $v, w \in C_{d}$, as well as $u \in U_{t}$. This proves the claim.
4. Bifurcations in periodic integrodifference equations. Although this section contains only two branching criteria for periodic solutions to $\operatorname{IDEs}\left(\Delta_{\alpha}\right)$, our setting is nevertheless sufficiently flexible to cover fold, transcritical, pitchfork and flip bifurcations. The first three of these address a rather typical feature of models from theoretical ecology, namely monotone right-hand sides. Hence, the KreinRutman theorem [22, p. 228, Thm. 19.3] guarantees that a simple, real, positive eigenvalue (with positive eigenfunction) is dominant. It crosses the critical value 1, leading to such a primary bifurcation.

In the remaining text, we retreat to parameter spaces $A$ being open subsets of the real numbers, i.e. $P=\mathbb{R}$. Suppose that $\theta$ is a multiple of both the periods $\theta_{0}$ of an $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ and of a fixed reference solution $\phi^{*}$, and that the assumptions $\left(H_{1}-H_{2}\right)$ on the right-hand side hold. The previous Sect. 3 showed that qualitative changes in the set of $\theta$-periodic solutions to $\left(\Delta_{\alpha}\right)$ require the weak hyperbolicity condition (3.5) to be violated, i.e.

$$
\begin{equation*}
1 \in \sigma_{\theta}\left(\alpha^{*}\right) \tag{4.1}
\end{equation*}
$$

Therefore, it is crucial to determine parameter values $\alpha^{*}$ giving rise to such changes, and to understand these changes at least locally. Specifying this, a $\theta_{1}$-periodic solution $\phi^{*}$ to $\left(\Delta_{\alpha^{*}}\right)$ bifurcates at a parameter $\alpha^{*} \in A$, if there exists a parameter sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ with limit $\alpha^{*}$ in $A$ and distinct sequences $\left(\phi_{n}^{1}\right)_{n \in \mathbb{N}},\left(\phi_{n}^{2}\right)_{n \in \mathbb{N}}$ of $\theta$-periodic solutions to $\left(\Delta_{\alpha_{n}}\right)$ satisfying $\lim _{n \rightarrow \infty} \phi_{n}^{1}=\lim _{n \rightarrow \infty} \phi_{n}^{2}$.

Let us stress that this bifurcation notion is purely "analytical" and that stability changes will be addressed separately. We describe such bifurcations where the pair $\left(\phi^{*}, \alpha^{*}\right)$ is contained in a smooth branch of $\theta$-periodic solutions. This means:
$\left\{\begin{array}{l}\text { There exist } \varepsilon>0 \text {, open intervals } S \subseteq \mathbb{R} \text { containing } 0, A_{0} \subseteq A \text { containing } \\ \alpha^{*} \text { and a smooth curve }\left[\begin{array}{c}\gamma \\ \alpha\end{array}\right]: S \rightarrow B_{\varepsilon}\left(\phi^{*}\right) \times A \subseteq \ell_{\theta}\left(C_{d}\right) \times \mathbb{R} \text { such that } \\ \gamma(0)=\phi^{*}, \alpha(0)=\alpha^{*} \text { and each } \gamma(s) \text { is an } \theta \text {-periodic solution of the } \\ \operatorname{IDE}\left(\Delta_{\alpha(s)}\right) \text { for all } s \in S \text {. The image } \Gamma=\left[\begin{array}{l}\gamma \\ \alpha\end{array}\right](S) \text { is called a branch. }\end{array}\right.$
For later use we now abbreviate the solution sets

$$
\Gamma^{+}:=\left[\begin{array}{c}
\gamma \\
\alpha
\end{array}\right](S \cap(0, \infty)), \quad \Gamma^{-}:=\left[\begin{array}{l}
\gamma \\
\alpha
\end{array}\right](S \cap(-\infty, 0)),
$$

obtain $\Gamma=\Gamma^{+} \dot{\cup}\left\{\left[\begin{array}{c}\phi^{*} \\ \alpha^{*}\end{array}\right]\right\} \dot{\cup} \Gamma^{-}$, and call them exponentially stable or unstable if all solutions of $\left(\Delta_{\alpha}\right)$ on them possess the respective stability characteristic.

In order to deduce sufficient criteria for bifurcation, assume that $\alpha^{*} \in A$ is a critical parameter in the sense that the following bifurcation conditions hold:
$\left(B_{1}\right) \phi^{*}$ is a $\theta_{1}$-periodic solution to $\left(\Delta_{\alpha^{*}}\right)$.
$\left(B_{2}\right) 1$ is a simple Floquet multiplier, i.e. there exists $\xi_{0}^{*} \in C_{d} \backslash\{0\}$ with

$$
N\left(\Xi_{\theta}\left(\alpha^{*}\right)-I_{C_{d}}\right)=\operatorname{span}\left\{\xi_{0}^{*}\right\},
$$

giving rise to a $\theta$-periodic solution $\xi^{*}=\left(\xi_{t}^{*}\right)_{t \in \mathbb{Z}} \in \ell_{\theta}\left(C_{d}\right)$ of the variational equation $\left(V_{\alpha^{*}}\right)$ (cf. Prop. 2.4). Furthermore, choose an $\eta_{0}^{*} \in C_{d} \backslash\{0\}$ so that

$$
N\left(\Xi_{\theta}\left(\alpha^{*}\right)^{\prime}-I_{C_{d}}\right)=R\left(\Xi_{\theta}\left(\alpha^{*}\right)-I_{C_{d}}\right)^{\perp}=\operatorname{span}\left\{\eta_{0}^{*}\right\}
$$

(cf. [56, p. 294, Prop. 6(ii)]), which in turn induces an entire $\theta$-periodic solution $\eta^{*}=\left(\eta_{t}^{*}\right)_{t \in \mathbb{Z}} \in \ell_{\theta}\left(C_{d}\right)$ of the dual variational equation ( $V_{\alpha^{*}}^{\prime}$ ) (cf. Prop. 2.5).
As final preparation for our subsequent bifurcation criteria we note that a combination of (2.5) and Lemma 3.1 yields the duality pairing $\left\langle C_{d}^{\theta}, C_{d}^{\theta}\right\rangle_{\theta}$ with

$$
\langle\hat{w}, \hat{v}\rangle_{\theta}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle w_{t}(y), v_{t}(y)\right\rangle \mathrm{d} \mu(y) \quad \text { for all } \hat{v}, \hat{w} \in C_{d}^{\theta}
$$

and we state a technical result.
Lemma 4.1. If $i, j \in \mathbb{N}_{0}$ with $1 \leq i+j \leq m,(i, j) \neq(1,0)$, then

$$
\begin{aligned}
\left\langle\hat{w}, D_{1}^{i} D_{2}^{j} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \hat{v}^{1} \cdots\right. & \left.\hat{v}^{i}\right\rangle_{\theta} \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle w_{t+1}(x),\left[D_{1}^{i} D_{2}^{j} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v_{t}^{1} \cdots v_{t}^{i}\right](x)\right\rangle \mathrm{d} \mu(x)
\end{aligned}
$$

holds for all $\hat{v}^{k}, \hat{w} \in C_{d}^{\theta}, 1 \leq k \leq i$.
Proof. From Prop. 2.2(a) we obtain

$$
\left[D_{1}^{i} D_{2}^{j} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \hat{v}^{1} \cdots \hat{v}^{i}\right]_{t+1}=D_{1}^{i} D_{2}^{j} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v_{t}^{1} \cdots v_{t}^{i} \quad \text { for all } t \in \mathbb{Z}
$$

and it immediately results that

$$
\begin{aligned}
&\left\langle\hat{w}, D_{1}^{i} D_{2}^{j} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \hat{v}^{1} \cdots \hat{v}^{i}\right\rangle_{\theta}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle w_{t}(x),\left[D_{1}^{i} D_{2}^{j} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \hat{v}^{1} \cdots \hat{v}^{i}\right]_{t}(x)\right\rangle \mathrm{d} \mu(x) \\
&=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle w_{t+1}(x),\left[D_{1}^{i} D_{2}^{j} G\left(\hat{\phi}^{*}, \alpha^{*}\right) \hat{v}^{1} \cdots \hat{v}^{i}\right]_{t+1}(x)\right\rangle \mathrm{d} \mu(x) \\
&=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle w_{t+1}(x),\left[D_{1}^{i} D_{2}^{j} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v_{t}^{1} \cdots v_{t}^{i}\right](x)\right\rangle \mathrm{d} \mu(x)
\end{aligned}
$$

due to the $\theta$-periodicity of $\left(\Delta_{\alpha}\right)$.
4.1. Fold bifurcation. We start with our possibly simplest bifurcation pattern.

Theorem 4.2 (fold bifurcation). Let $m \geq 2$, and suppose $\left(B_{1}-B_{2}\right)$ are satisfied. If

$$
g_{01}:=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x), D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)(x)\right\rangle \mathrm{d} \mu(x) \neq 0
$$

then there exists a branch $\Gamma$ of $\theta$-periodic solutions of the $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ as in (4.2), with $C^{m}$-functions $\gamma, \alpha$ satisfying $\dot{\gamma}(0)=\xi^{*}$ and $\dot{\alpha}(0)=0$. Moreover, every $\theta$-periodic solution of $\left(\Delta_{\alpha}\right)$ in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ is captured by $\Gamma$. Under the additional assumption

$$
g_{20}:=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x) \neq 0
$$

the $\theta$-periodic solution $\phi^{*}$ of $\left(\Delta_{\alpha^{*}}\right)$ bifurcates at $\alpha^{*}$ into the branch $\Gamma, \ddot{\alpha}(0)=-\frac{g_{20}}{g_{01}}$, and locally in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ the following hold (cf. Fig. 2):
(a) Subcritical case: If $g_{20} / g_{01}>0$, then $\left(\Delta_{\alpha}\right)$ has no $\theta$-periodic solution for $\alpha>\alpha^{*}$ and exactly two distinct $\theta$-periodic solutions for $\alpha<\alpha^{*}$.
(b) Supercritical case: If $g_{20} / g_{01}<0$, then $\left(\Delta_{\alpha}\right)$ has no $\theta$-periodic solution for $\alpha<\alpha^{*}$ and exactly two distinct $\theta$-periodic solutions for $\alpha>\alpha^{*}$,
where the occurring derivatives are given by (3.7) and

$$
\begin{aligned}
& {\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v \bar{v}\right](x)=D_{2}^{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right)} \\
& \quad \int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y) \int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \bar{v}(y) \mathrm{d} \mu(y) \\
& +D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3}^{2} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \bar{v}(y) \mathrm{d} \mu(y)
\end{aligned}
$$

for all $t \in \mathbb{Z}, x \in \Omega$ and $v, \bar{v} \in C_{d}$.


Figure 2. Subcritical $\left(\frac{g_{20}}{g_{11}}>0\right)$ and supercritical $\left(\frac{g_{20}}{g_{11}}<0\right)$ fold bifurcation of $\theta$-periodic solutions to $\left(\Delta_{\alpha}\right)$ described in Thm. 4.2, as well as the exchange of stability between the branches $\Gamma^{+}$and $\Gamma^{-}$ from unstable (dashed line) to exponentially stable (solid) covered in Cor. 4.3

Proof. For the sake of brief notation, we will repeatedly employ the abbreviation

$$
G_{i j}:=D_{1}^{i} D_{2}^{j} G\left(u^{*}, \alpha^{*}\right), \quad g_{i j}:=z^{\prime}\left(G_{i j}\left(\xi^{*}\right)^{i}\right) \quad \text { for all } i, j \in \mathbb{N}_{0}, i, j \leq m
$$

with the linear functional $z^{\prime}: C_{d}^{\theta} \rightarrow \mathbb{R}$ given by $z^{\prime}(\hat{v}):=\left\langle\hat{\eta}^{*}, \hat{v}\right\rangle_{\theta}$. Let us subdivide the proof into two steps:
(I) Our goal is to apply Thm. A. 2 to the abstract equation $G(\hat{\phi}, \alpha)=0$ between the same Banach spaces $X=C_{d}^{\theta}$ and $Z=C_{d}^{\theta}$. Above all, it follows from $\left(P_{1}\right)$ and Prop. 2.2(a) that $G: \hat{U} \times A \rightarrow C_{d}^{\theta}$ is of class $C^{m}, m \geq 2$. Thanks to $\left(B_{1}\right), \phi^{*}$ is a $\theta$-periodic solution of $\left(\Delta_{\alpha^{*}}\right)$, and Thm. 2.1 implies $G\left(\hat{\phi}^{*}, \alpha^{*}\right)=0$, i.e. (A.1) holds. Moreover, due to Prop. 2.2(b), the derivative $D_{1} G\left(\hat{\phi}^{*}, \alpha^{*}\right)$ is Fredholm of index 0. As a consequence of $\left(B_{2}\right)$ and Prop. 2.4, 2.5, we have

$$
N\left(G_{10}\right)=\operatorname{span}\left\{\hat{\xi}^{*}\right\}, \quad N\left(G_{10}^{\prime}\right)=\operatorname{span}\left\{\hat{\eta}^{*}\right\}
$$

so that (A.2) holds. According to Cor. 2.7, the linear functional $z^{\prime}: C_{d}^{\theta} \rightarrow \mathbb{R}$ satisfies $N\left(z^{\prime}\right)=R\left(G_{10}\right)$ and is clearly bounded, yielding (A.3). In conclusion, we are in the abstract setting of App. A with $u^{*}=\hat{\phi}^{*}$.
(II) Lemma 4.1 immediately guarantees

$$
\begin{aligned}
z^{\prime}\left(G_{01}\right) & =\left\langle\hat{\eta}^{*}, G_{01}\right\rangle_{\theta}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x), D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)(x)\right\rangle \mathrm{d} \mu(x)=g_{01} \\
z^{\prime}\left(G_{20}\left(\xi^{*}\right)^{2}\right) & =\left\langle\hat{\eta}^{*}, D_{1}^{2} G\left(\hat{\phi}^{*}, \alpha^{*}\right)\left(\hat{\xi}^{*}\right)^{2}\right\rangle_{\theta} \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)=g_{20}
\end{aligned}
$$

Thm. A. 2 now applies to $G(\hat{\phi}, \alpha)=0$, and Thm. 2.1 implies the desired results.
If the Floquet multiplier 1 is the unique element of $\sigma_{\theta}\left(\alpha^{*}\right)$ on the unit circle, i.e.

$$
\begin{equation*}
\sigma_{\theta}\left(\alpha^{*}\right) \cap \mathbb{S}^{1}=\{1\} \tag{4.4}
\end{equation*}
$$

then more can be said on the dynamics near the branch $\Gamma$. More specifically, when the remaining Floquet spectrum is contained in the open disk $B_{1}(0)$, i.e.

$$
\begin{equation*}
\sigma_{\theta}\left(\alpha^{*}\right) \backslash\{1\} \subseteq B_{1}(0) \tag{4.5}
\end{equation*}
$$

then a bifurcation goes hand in hand with a stability change for $\phi^{*}$ :
Corollary 4.3 (stability along $\Gamma$ ). Suppose that (4.4) holds (cf. Fig. 2):
(a) If $g_{20}>0$, then the Morse index along $\Gamma$ increases by 1 as $s$ grows through 0 in (4.2). In particular, under (4.5), $\Gamma^{-}$is exponentially stable and $\Gamma^{+}$is unstable.
(b) If $g_{20}<0$, then the Morse index along $\Gamma$ decreases by 1 as s grows through 0 in (4.2). In particular, under (4.5), $\Gamma^{+}$is exponentially stable and $\Gamma^{-}$is unstable.

Proof. If $\tilde{\Xi}_{\theta}(s) \in L\left(C_{d}\right)$ denotes the period operator of the variational equation $v_{t+1}=D_{1} \mathcal{F}_{t}\left(\gamma(s)_{t}, \alpha(s)\right) v_{t}$, then the following holds true in a vicinity of $s=0$ : Since the embedding operator $J$ in (A.4) is the identity on $C_{d}^{\theta}$, Lemma A. 1 applies. By the spectral mapping theorem, there is a smooth curve of simple eigenpairs $(\lambda(s), \xi(s))$ for $I_{C_{d}^{\theta}}+D_{1} G(\gamma(s), \alpha(s))$ with $(\lambda(0), \xi(0))=\left(1, \hat{\xi}^{*}\right)$. Therefore, the function $\rho(s):=|\lambda(s)|$ is differentiable in a neighborhood of 0 . Due to Thm. A.2(c), one has $\dot{\lambda}(0)=g_{20}$, and consequently $\dot{\rho}(0)=g_{20}$.
(a) For $g_{20}>0$, the function $\rho$ is strictly increasing near 0 . Whence, Prop. 2.3 implies that the Morse index along the solution branch $\Gamma$ increases as $s$ grows through the value 0 . Since $s \mapsto \lambda(s)$ is a curve of (algebraically) simple eigenvalues, also their geometric multiplicity is 1 , and so the Morse index increases by 1. In
particular, (4.5) implies that $\sigma\left(\tilde{\Xi}_{\theta}(s)\right) \subseteq B_{1}(0)$ for $s<0$, while $\tilde{\Xi}_{\theta}(s)$ possesses an eigenvalue of modulus $>1$ for $s>0$.
(b) For $g_{20}<0$, a dual argument shows that the Morse index along $\Gamma$ drops by 1 as $s$ increases through 0 . If (4.5) holds, then $\sigma\left(\tilde{\Xi}_{\theta}(s)\right) \subset B_{1}(0)$ for $s>0$, whereas $s<0$ leads to Floquet spectrum outside the closed unit disk in $\mathbb{C}$.

Note that Ex. 3.2 and Fig. 1 feature a supercritical fold bifurcation of fixed points.
4.2. Crossing curve bifurcation. The following bifurcation patterns require $\left(B_{3}\right)$ For all $0 \leq t<\theta$, one has

$$
\begin{aligned}
& D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{4} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y) \\
&+D_{3} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \equiv 0 \quad \text { on } \Omega
\end{aligned}
$$

as further bifurcation condition. Note that $\left(B_{3}\right)$ means $D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \equiv 0$ on $\mathbb{Z}$.
Theorem 4.4 (crossing curve bifurcation). Let $m \geq 2$, and suppose $\left(B_{1}-B_{3}\right)$ are satisfied. If

$$
\begin{aligned}
g_{11}:= & \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1} D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \xi_{t}^{*}\right](x)\right\rangle \mathrm{d} \mu(x) \neq 0, \\
& \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{2}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\right](x)\right\rangle \mathrm{d} \mu(x)=0
\end{aligned}
$$

hold, then the $\theta$-periodic solution $\phi^{*}$ of an $\operatorname{IDE}\left(\Delta_{\alpha^{*}}\right)$ bifurcates at $\alpha^{*}$ as follows: The pair $\left(\phi^{*}, \alpha^{*}\right)$ is the intersection of two branches $\Gamma_{1}, \Gamma_{2}$ of $\theta$-periodic solutions as in (4.2), and every $\theta$-periodic solution of $\left(\Delta_{\alpha}\right)$ in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right)$ is captured by $\Gamma_{1}$ or $\Gamma_{2}$. We have
(a) $\Gamma_{1}=\left\{\left(\phi_{1}(\alpha), \alpha\right) \in \ell_{\theta}\left(C_{d}\right) \times \mathbb{R}: \alpha \in A_{0}\right\}$ with a $C^{m-1}$-function $\phi_{1}: A_{0} \rightarrow$ $B_{\varepsilon}\left(\phi^{*}\right)$ of $\theta$-periodic solutions $\phi_{1}(\alpha)$ to $\left(\Delta_{\alpha}\right)$ satisfying

$$
\phi_{1}\left(\alpha^{*}\right)=\phi^{*}, \quad \dot{\phi}_{1}\left(\alpha^{*}\right)=0
$$

(b) $\Gamma_{2}=\left[\begin{array}{c}\gamma_{2} \\ \alpha_{2}\end{array}\right](S)$ with a $C^{m-1}$-curve $\left[\begin{array}{c}\gamma_{2} \\ \alpha_{2}\end{array}\right]: S \rightarrow B_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ such that

$$
\begin{aligned}
& \gamma_{2}(s)=\phi^{*}+s \hat{\xi}^{*}+o(s) \\
& \alpha_{2}(s)=\alpha^{*}-\frac{s}{2 g_{11}} \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)+o(s),
\end{aligned}
$$

where the occurring derivatives are given by (4.3) and

$$
\begin{aligned}
& {\left[D_{1} D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v\right](x)} \\
& =D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3} D_{4} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y) \\
& +D_{2} D_{3} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y) \\
& +D_{2}^{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y)
\end{aligned}
$$

$$
\int_{\Omega} D_{4} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y)
$$

for all $t \in \mathbb{Z}, x \in \Omega$ and $v \in C_{d}$.
In the bifurcation diagram (cf. Figs. 3-4), the branch $\Gamma_{1}$ is graph of a function over the $\alpha$-axis, whose tangent in $\left(\phi^{*}, \alpha^{*}\right)$ is $\alpha \mapsto\left(\phi^{*}, \alpha\right)$.
Remark 4.1. The assumption $\left(B_{3}\right)$ is satisfied, if $\phi^{*}$ is embedded into a constant branch of solutions, i.e. $\phi_{t+1}^{*}=\mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)$ for all $t \in \mathbb{Z}, \alpha \in A$ holds. In this situation, one has $\phi_{1}(\alpha) \equiv \phi^{*}$ on $A_{0}$, that is, $\Gamma_{1}=\left\{\left(\phi^{*}, \alpha\right) \in \ell_{\theta}\left(C_{d}\right) \times \mathbb{R}: \alpha \in A_{0}\right\}$.

Proof. As shown in step (I) of the proof for Thm. 4.2, we are in the set-up of App. A. Under the present assumptions, Lemma 4.1 leads to

$$
\begin{aligned}
z^{\prime}\left(G_{11} \hat{\xi}^{*}\right) & =\left\langle\hat{\eta}^{*}, G_{11} \hat{\xi}^{*}\right\rangle_{\theta} \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1} D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right) \xi_{t}^{*}\right](x)\right\rangle \mathrm{d} \mu(x)=g_{11} \\
z^{\prime}\left(G_{02}\right) & =\left\langle\hat{\eta}^{*}, G_{02}\right\rangle_{\theta}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x), D_{2}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)(x)\right\rangle \mathrm{d} \mu(x)
\end{aligned}
$$

Therefore, Thm. A. 3 applies and yields a solution branch $\Gamma_{1}=\left[\begin{array}{c}\gamma_{1} \\ \alpha_{1}\end{array}\right](S)$ given by a $C^{m-1}$-curve $\left[\begin{array}{c}\gamma_{1} \\ \alpha_{1}\end{array}\right]: S \rightarrow B_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ such that

$$
\begin{equation*}
\gamma_{1}(0)=\phi^{*}, \quad \alpha_{1}(s)=\alpha^{*}+s, \quad \dot{\gamma}_{1}(0)=0 \tag{4.6}
\end{equation*}
$$

as well as a branch $\Gamma_{2}$ having the properties claimed in (b). The assertion (a) follows from (4.6) if we define $\phi_{1}(\alpha):=\gamma_{1}\left(\alpha-\alpha^{*}\right)$.

Corollary 4.5 (stability along $\Gamma_{1}$ ). Suppose that (4.4) holds (cf. Fig. 3 and 4):
(a) If $g_{11}>0$, then $m_{*}\left(\phi_{1}(\alpha)\right)$ increases by 1 as $\alpha$ grows through $\alpha^{*}$. In particular, under (4.5) the $\theta$-periodic solution $\phi_{1}(\alpha)$ of $\left(\Delta_{\alpha}\right)$ is exponentially stable for $\alpha<\alpha^{*}$ and unstable for $\alpha>\alpha^{*}$.
(b) If $g_{11}<0$, then $m_{*}\left(\phi_{1}(\alpha)\right)$ decreases by 1 as $\alpha$ grows through $\alpha^{*}$. In particular, under (4.5) the $\theta$-periodic solution $\phi_{1}(\alpha)$ of $\left(\Delta_{\alpha}\right)$ is unstable for $\alpha<\alpha^{*}$ and exponentially stable for $\alpha>\alpha^{*}$.

Proof. The argument parallels the proof for Cor. 4.3 (with $\Gamma_{1}$ instead of $\Gamma$ ), except we now apply Thm. A.3(c) in order to deduce $\dot{\rho}(0)=g_{11}$ :
(a) In case $g_{11}>0$, the Morse index along $\Gamma_{1}$ increases by 1 as $s$ grows through the value 0 . Due to $\phi_{1}(\alpha)=\gamma_{1}\left(\alpha-\alpha^{*}\right)$ and (4.6), this yields

$$
\begin{equation*}
m_{*}\left(\phi_{1}(\alpha)\right)=m_{*}\left(\phi^{*}\right) \text { for all } \alpha \leq \alpha^{*}, \quad m^{*}\left(\phi_{1}(\alpha)\right)=m^{*}\left(\phi^{*}\right) \text { for all } \alpha \geq \alpha^{*} \tag{4.7}
\end{equation*}
$$

the claimed (stability) assertions for the variational equation $\left(V_{\alpha}\right)$ along $\phi=\phi_{1}$.
(b) The argument in case $g_{11}<0$ is dual. In particular,

$$
\begin{equation*}
m_{*}\left(\phi_{1}(\alpha)\right)=m_{*}\left(\phi^{*}\right) \text { for all } \alpha \geq \alpha^{*}, \quad m^{*}\left(\phi_{1}(\alpha)\right)=m^{*}\left(\phi^{*}\right) \text { for all } \alpha \leq \alpha^{*} \tag{4.8}
\end{equation*}
$$

implies the assertions.
Further information on the derivatives of the right-hand sides $\mathcal{F}_{t}$ yields a more detailed description of the local branch $\Gamma_{2}$, and we encounter two well-known bifurcation patterns. In the generic case, also $\Gamma_{2}$ can be represented as graph of a function over the $\alpha$-axis (see Fig. 3):


Figure 3. Transcritical bifurcation of $\theta$-periodic solutions to $\left(\Delta_{\alpha}\right)$ from a branch $\Gamma_{1}$ into $\Gamma_{2}$ described in Prop. 4.6, as well as the exchange of stability from unstable (dashed line) to exponentially stable (solid)

Proposition 4.6 (transcritical bifurcation). Under the additional assumption

$$
g_{20}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x) \neq 0
$$

we obtain that $\Gamma_{2}=\left\{\left(\phi_{2}(\alpha), \alpha\right) \in \ell_{\theta}\left(C_{d}\right) \times \mathbb{R}: \alpha \in A_{0}\right\}$ holds with a $C^{m-1}$-function $\phi_{2}: A_{0} \rightarrow B_{\varepsilon}\left(\phi^{*}\right)$ of $\theta$-periodic solutions $\phi_{2}(\alpha)$ to $\left(\Delta_{\alpha}\right)$ satisfying

$$
\phi_{2}\left(\alpha^{*}\right)=\phi^{*}, \quad \quad \dot{\phi}_{2}\left(\alpha^{*}\right)=-2 \frac{g_{11}}{g_{20}} \hat{\xi}^{*}
$$

Locally in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right) \times A_{0}, \phi_{2}(\alpha)$ is the unique $\theta$-periodic solution of $\left(\Delta_{\alpha}\right)$ distinct from $\phi_{1}(\alpha)$ for $\alpha \neq \alpha^{*}$, and $\phi^{*}$ is the unique $\theta$-periodic solution of $\left(\Delta_{\alpha^{*}}\right)$ (cf. Fig. 3). Furthermore, in case (4.4) one additionally has:
(a) If $g_{11}>0$, then $m_{*}\left(\phi_{2}(\alpha)\right)$ decreases by 1 as $\alpha$ grows through $\alpha^{*}$. In particular, under (4.5) the $\theta$-periodic solution $\phi_{2}(\alpha)$ of $\left(\Delta_{\alpha}\right)$ is unstable for $\alpha<\alpha^{*}$ and exponentially stable for $\alpha>\alpha^{*}$.
(b) If $g_{11}<0$, then $m_{*}\left(\phi_{2}(\alpha)\right)$ increases by 1 as $\alpha$ grows through $\alpha^{*}$. In particular, under (4.5) the $\theta$-periodic solution $\phi_{2}(\alpha)$ of $\left(\Delta_{\alpha}\right)$ is exponentially stable for $\alpha<\alpha^{*}$ and unstable for $\alpha>\alpha^{*}$.

Proof. Note that Cor. A. 4 immediately applies, since Lemma 4.1 guarantees

$$
z^{\prime}\left(G_{20}\left(\hat{\xi}^{*}\right)^{2}\right)=\left\langle\hat{\eta}^{*}, G_{20}\left(\hat{\xi}^{*}\right)^{2}\right\rangle_{\theta}
$$

$$
=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)=g_{20}
$$

Given the branch $\Gamma_{2}$ from Thm. 4.4(b), one has $\dot{\alpha}_{2}(0)=-\frac{g_{20}}{2 g_{11}} \neq 0$. Therefore, we can, thanks to the inverse function theorem, define $\phi_{2}(\alpha):=\gamma_{2}\left(\alpha_{2}^{-1}(\alpha)\right)$ in a neighborhood of $\alpha^{*}$, which w.l.o.g. will also be denoted as $A_{0}$. By construction, each $\phi_{2}(\alpha)$ is a $\theta$-periodic solution of $\left(\Delta_{\alpha}\right)$, and has the properties

$$
\phi_{2}\left(\alpha^{*}\right)=\phi^{*}, \quad \quad \dot{\phi}_{2}\left(\alpha^{*}\right)=\frac{1}{\dot{\alpha}_{2}(0)} \dot{\gamma}_{2}\left(\alpha^{*}\right)=-2 \frac{g_{11}}{g_{20}} \hat{\xi}^{*}
$$

The statements on the Morse index along $\Gamma_{2}$ result from Lemma A. 1 as in the proof of Cor. 4.3. In the notation used there, Cor. A. 4 leads to $\dot{\rho}(0)=\frac{g_{20}}{2}$ along $\Gamma_{2}$.

- In case $g_{20}>0$ the Morse index increases. If $-\frac{g_{20}}{g_{11}}>0$ (equivalently $g_{11}<0$ ), then $\alpha_{2}^{-1}$ increases and we conclude an increase in the Morse index of $\phi_{2}(\alpha)$ as $\alpha$ grows through $\alpha^{*}$. If $-\frac{g_{20}}{g_{11}}<0$ (equivalently $g_{11}>0$ ), then $\alpha_{2}^{-1}$ decreases and we derive a decrease in the Morse index of $\phi_{2}(\alpha)$ as $\alpha$ grows through $\alpha^{*}$.
- In case $g_{20}<0$ the Morse index decreases. If $-\frac{g_{20}}{g_{11}}>0$ (equivalently $g_{11}>0$ ), then $\alpha_{2}^{-1}$ increases and we conclude a decrease in the Morse index of $\phi_{2}(\alpha)$ as $\alpha$ grows through $\alpha^{*}$. If $-\frac{g_{20}}{g_{11}}<0$ (equivalently $g_{11}<0$ ), then $\alpha_{2}^{-1}$ decreases and we derive an increase in the Morse index of $\phi_{2}(\alpha)$ as $\alpha$ grows through $\alpha^{*}$. In conclusion, the sign of the coefficient $g_{11}$ determines an increase resp. decrease in $m_{*}\left(\phi_{2}(\alpha)\right)$ as $\alpha$ grows through $\alpha^{*}$.


Figure 4. Subcritical $\left(\bar{g} / g_{11}>0\right)$ and supercritical $\left(\bar{g} / g_{11}<0\right)$ pitchfork bifurcation of $\theta$-periodic solutions to $\left(\Delta_{\alpha}\right)$ from a branch $\Gamma_{1}$ into $\Gamma_{2}$ described in Prop. 4.7, as well as the exchange of stability from unstable (dashed line) to exponentially stable (solid)

The complementary situation $g_{20}=0$ leads to a, in general, nongeneric bifurcation where the branch $\Gamma_{2}$ can no longer be written as graph over the $\alpha$-axis (see Fig. 4). However, symmetry properties of the right-hand side of ( $\Delta_{\alpha}$ ) might enforce $g_{20}=0$ to hold. For instance, the condition that

$$
\begin{equation*}
u \mapsto \mathcal{F}_{t}\left(\phi_{t}^{*}-u, \alpha^{*}\right)+\mathcal{F}_{t}\left(\phi_{t}^{*}+u, \alpha^{*}\right) \quad \text { is affine-linear } \tag{4.9}
\end{equation*}
$$

implies $D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)=0$ for all $0 \leq t<\theta$. Moreover, the subsequent result is also crucial in the framework of Sect. 4.3.

Proposition 4.7 (pitchfork bifurcation). Let $m \geq 3$, and suppose $\bar{\psi} \in \ell_{\theta}\left(C_{d}\right)$ is the uniquely determined solution of the linear system of Fredholm integral equations

$$
\left\{\begin{array}{l}
\bar{\psi}_{0}=D_{1} \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}, \alpha^{*}\right) \bar{\psi}_{\theta-1}+D_{1}^{2} \mathcal{F}_{\theta-1}\left(\phi_{\theta-1}^{*}, \alpha^{*}\right)\left(\xi_{\theta-1}^{*}\right)^{2}  \tag{4.10}\\
\bar{\psi}_{1}=D_{1} \mathcal{F}_{0}\left(\phi_{0}^{*}, \alpha^{*}\right) \bar{\psi}_{0}+D_{1}^{2} \mathcal{F}_{0}\left(\phi_{0}^{*}, \alpha^{*}\right)\left(\xi_{0}^{*}\right)^{2} \\
\quad \vdots \\
\bar{\psi}_{\theta-1}=D_{1} \mathcal{F}_{\theta-2}\left(\phi_{\theta-2}^{*}, \alpha^{*}\right) \bar{\psi}_{\theta-2}+D_{1}^{2} \mathcal{F}_{\theta-2}\left(\phi_{\theta-2}^{*}, \alpha^{*}\right)\left(\xi_{\theta-2}^{*}\right)^{2} \\
0=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t}^{*}(x), \bar{\psi}_{t}(x)\right\rangle \mathrm{d} \mu(x)
\end{array}\right.
$$

Under the additional assumptions

$$
\begin{align*}
& \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)=0,  \tag{4.11}\\
\bar{g}:= & \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{3} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{3}\right](x)\right\rangle \mathrm{d} \mu(x) \\
& +3 \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x)\right\rangle \mathrm{d} \mu(x) \neq 0
\end{align*}
$$

we have $\dot{\alpha}_{2}(0)=0, \ddot{\alpha}_{2}(0)=-\frac{\bar{g}}{3 g_{11}}, \ddot{\gamma}_{2}(0)=\bar{\psi}$, and locally in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ (cf. Fig. 4):
(a) Subcritical case: If $\bar{g} / g_{11}>0$, then $\phi_{1}(\alpha)$ is the unique $\theta$-periodic solution for $\alpha \geq \alpha^{*}$, and $\left(\Delta_{\alpha}\right)$ possesses exactly two $\theta$-periodic solutions distinct from $\phi_{1}(\alpha)$ for $\alpha<\alpha^{*}$. In case (4.4), the Morse index along $\Gamma_{2}$ is given by $m_{*}\left(\phi_{1}(\alpha)\right)+\operatorname{sgn} g_{11}$ for all $\alpha<\alpha^{*}$. In particular, under (4.5), $g_{11}>0$ implies that $\Gamma_{2}$ is unstable, while $g_{11}<0$ implies exponential stability of $\Gamma_{2}$,
(b) Supercritical case: If $\bar{g} / g_{11}<0$, then $\phi_{1}(\alpha)$ is the unique $\theta$-periodic solution for $\alpha \leq \alpha^{*}$, and $\left(\Delta_{\alpha}\right)$ possesses exactly two $\theta$-periodic solutions distinct from $\phi_{1}(\alpha)$ for $\alpha>\alpha^{*}$. In case (4.4), the Morse index along $\Gamma_{2}$ is given by $m_{*}\left(\phi_{1}(\alpha)\right)-\operatorname{sgn} g_{11}$ for all $\alpha>\alpha^{*}$. In particular, under (4.5), $g_{11}>0$ implies that $\Gamma_{2}$ is exponentially stable, while $g_{11}<0$ implies instability of $\Gamma_{2}$,
where the occurring derivatives are given by (4.3) and

$$
\begin{aligned}
& {\left[D_{1}^{3} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) v^{3}\right](x)} \\
& =D_{2}^{3} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right)\left(\int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y)\right)^{3} \\
& +3 D_{2}^{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right)\left(\int_{\Omega} D_{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y) \mathrm{d} \mu(y)\right) \\
& \quad\left(\int_{\Omega} D_{3}^{2} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y)^{2} \mathrm{~d} \mu(y)\right)
\end{aligned}
$$

$$
+D_{2} G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) \mathrm{d} \mu(y), \alpha^{*}\right) \int_{\Omega} D_{3}^{3} f_{t}\left(x, y, \phi_{t}^{*}(y), \alpha^{*}\right) v(y)^{3} \mathrm{~d} \mu(y)
$$ for all $t \in \mathbb{Z}, x \in \Omega$ and $v \in C_{d}$.

We point out that under the symmetry condition (4.9), the linear system (4.10) has the trivial solution $\bar{\psi}$, and the expression for $\bar{g}$ simplifies to the first sum.

Proof. (I) Cor. A. 5 applies, since Lemma 4.1 guarantees

$$
z^{\prime}\left(G_{20}\left(\hat{\xi}^{*}\right)^{2}\right)=\left\langle\hat{\eta}^{*}, G_{20}\left(\hat{\xi}^{*}\right)^{2}\right\rangle_{\theta}=\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)
$$

and

$$
\begin{aligned}
z^{\prime}\left(G_{30}\left(\hat{\xi}^{*}\right)^{3}\right)+3 z^{\prime}\left(G_{20} \hat{\xi}^{*} \hat{\bar{\psi}}\right) & =\left\langle\hat{\eta}^{*}, G_{30}\left(\hat{\xi}^{*}\right)^{3}\right\rangle_{\theta}+3\left\langle\hat{\eta}^{*}, G_{20} \hat{\xi}^{*} \hat{\bar{\psi}}\right\rangle_{\theta} \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{3} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right)\left(\xi_{t}^{*}\right)^{3}\right](x)\right\rangle \mathrm{d} \mu(x) \\
& +3 \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x)\right\rangle \mathrm{d} \mu(x)=\bar{g}
\end{aligned}
$$

The claim on the solution structure in $\mathcal{B}_{\varepsilon}\left(\phi^{*}\right) \times A_{0}$ follows with the solutions $\phi_{1}(\alpha)=$ $\gamma_{1}\left(\alpha_{1}^{-1}(\alpha)\right) \in \ell_{\theta}\left(C_{d}\right)$ of $\left(\Delta_{\alpha}\right)$ from Thm. 4.4(a) and the properties of $\Gamma_{2}$ determined by $\dot{\alpha}_{2}(0)=0, \ddot{\alpha}_{2}(0)=-\frac{\bar{g}}{3 g_{11}}$, which contains the remaining $\theta$-periodic solutions.
(II) Along the branch $\Gamma_{2}$, we get from Lemma A. 1 and Cor. A. 5 that $\ddot{\lambda}(0)=\frac{3}{2} \bar{g}$. For $\bar{g}>0$, the critical Floquet multiplier leaves the closed unit disk for $s \neq 0$, and we thus obtain a Morse index along $\Gamma_{2}$ given by

$$
\begin{equation*}
m_{*}\left(\Gamma_{2}\right)=m_{*}\left(\phi^{*}\right)+1 \tag{4.12}
\end{equation*}
$$

Conversely, for $\bar{g}<0$ the critical Floquet multiplier enters the open unit disk for $s \neq 0$, and thus we obtain an upper Morse index along $\Gamma_{2}$ given by

$$
\begin{equation*}
m^{*}\left(\Gamma_{2}\right)=m^{*}\left(\phi^{*}\right)-1 \tag{4.13}
\end{equation*}
$$

(III) Suppose that (4.4) holds. First, let $\frac{\bar{g}}{g_{11}}>0$ and $\alpha<\alpha^{*}$. The case $g_{11}>0$ requires $\bar{g}>0$ and thus $m_{*}\left(\Gamma_{2}\right) \stackrel{(4.12)}{=} m_{*}\left(\phi^{*}\right)+1 \stackrel{(4.7)}{=} m_{*}\left(\phi_{1}(\alpha)\right)+1$. The case $g_{11}<0$ leads to $\bar{g}<0$. Since the solutions on $\Gamma_{2}$ for $s \neq 0$ resp. the solutions $\phi_{1}(\alpha)$ are hyperbolic, it follows that

$$
m_{*}\left(\Gamma_{2}\right)=m^{*}\left(\Gamma_{2}\right) \stackrel{(4.13)}{=} m^{*}\left(\phi^{*}\right)-1 \stackrel{(4.8)}{=} m^{*}\left(\phi_{1}(\alpha)\right)-1=m_{*}\left(\phi_{1}(\alpha)\right)-1
$$

which settles the subcritical situation. Second, let $\frac{\bar{g}}{g_{11}}<0$ and $\alpha>\alpha^{*}$. The case $g_{11}>0$ requires $\bar{g}<0$, and so hyperbolicity of the solution branches implies

$$
m_{*}\left(\Gamma_{2}\right)=m^{*}\left(\Gamma_{2}\right) \stackrel{(4.13)}{=} m^{*}\left(\phi^{*}\right)-1 \stackrel{(4.7)}{=} m^{*}\left(\phi_{1}(\alpha)\right)-1=m_{*}\left(\phi_{1}(\alpha)\right)-1
$$

The case $g_{11}<0$ leads to $\bar{g}>0$ and $m_{*}\left(\Gamma_{2}\right) \stackrel{(4.12)}{=} m_{*}\left(\phi^{*}\right)+1 \stackrel{(4.8)}{=} m_{*}\left(\phi_{1}(\alpha)\right)+1$, which settles also the supercritical situation.
(IV) Stability properties of the solutions on $\Gamma_{2}$ result from Cor. 4.5.

Although our assumptions were formulated so as not to require the explicit knowledge of $\theta$-periodic solutions $\phi_{0}(\alpha)$ to $\left(\Delta_{\alpha}\right)$ in a whole neighborhood $A_{0} \subseteq A$ of $\alpha^{*}$, such knowledge is exceedingly helpful.

Remark 4.2 (equation of perturbed motion). Let $\phi: A_{0} \rightarrow B_{\varepsilon}\left(\phi^{*}\right) \subset \ell_{\theta}\left(C_{d}\right), \varepsilon>0$, be of class $C^{m}$ with $\phi\left(\alpha^{*}\right)=\phi^{*}$, and consider the equation of perturbed motion

$$
u_{t+1}=\tilde{\mathcal{F}}_{t}\left(u_{t}, \alpha\right):=\mathcal{F}_{t}\left(u_{t}+\phi(\alpha)_{t}, \alpha\right)-\phi(\alpha)_{t+1}
$$

which is $\theta$-periodic, has the trivial solution for all $\alpha \in A_{0}$ and satisfies $\left(H_{1}-H_{2}\right)$ on a (possibly smaller) neighborhood $A_{0}$ of $\alpha^{*}$. For $1 \leq i \leq m$ and $t \in \mathbb{Z}$ one obtains

$$
\begin{aligned}
D_{1}^{i} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) & =D_{1}^{i} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right), & D_{2}^{i} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right)=0, \\
D_{1} D_{2} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) & =D_{1} D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)+D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \dot{\phi}\left(\alpha^{*}\right)_{t}, &
\end{aligned}
$$

and thus $\left(\tilde{\Delta}_{\alpha}\right)$ satisfies $\left(B_{3}\right)$. Besides the value $\dot{\phi}\left(\alpha^{*}\right) \in C_{d}^{\theta}$, no further information on $\phi$ is needed; $\dot{\phi}\left(\alpha^{*}\right)$ is given by Thm. 3.2(b) if $1 \notin \sigma_{\theta}\left(\alpha^{*}\right)$, which in turn typically holds provided the bifurcating branch is of period greater than $\theta$. The punch line is that $\left(\Delta_{\alpha}\right)$ undergoes a crossing curve bifurcation (in the sense of Thm. 4.4) at $\left(\phi^{*}, \alpha^{*}\right)$ if and only if $\left(\tilde{\Delta}_{\alpha}\right)$ does at $\left(0, \alpha^{*}\right)$. The same holds for transcritical and pitchfork bifurcations (à la Prop. 4.6 resp. Prop. 4.7). With $\tilde{\Gamma}_{2}=\left[\begin{array}{c}\gamma_{2} \\ \alpha_{2}\end{array}\right](S)$ as the nontrivial solution branch of equation $\left(\tilde{\Delta}_{\alpha}\right)$ near $\left(0, \alpha^{*}\right)$, the branches of $\left(\Delta_{\alpha}\right)$ around $\left(\phi^{*}, \alpha^{*}\right)$ are $\Gamma_{1}=\left\{(\phi(\alpha), \alpha) \in \ell_{\theta}\left(C_{d}\right) \times \mathbb{R}: \alpha \in A_{0}\right\}$ and $\Gamma_{2}=\left[\begin{array}{c}\gamma_{2}+\phi \circ \alpha_{2} \\ \alpha_{2}\end{array}\right](S)$.
4.3. Period doubling. Assume that a solution $\phi^{*} \in \ell_{\theta}\left(C_{d}\right)$ of a $\theta$-periodic difference equation $\left(\Delta_{\alpha^{*}}\right)$ possesses a Floquet multiplier $\nu \neq 1$, but $\nu^{l}=1$ holds for some $l \in \mathbb{N}$. Then the spectral mapping theorem shows $1 \in \sigma_{l \theta}\left(\alpha^{*}\right)$, which means that (4.1) holds with the period $\theta$ replaced by $l \theta$. Therefore, provided the further assumptions of our above results from Sects. 4.1-4.2 are satisfied, they ensure that $l \theta$-periodic solutions to $\left(\Delta_{\alpha}\right)$ bifurcate from $\phi^{*}$.

The case $l=2$ (i.e. a Floquet multiplier -1 ) deserves particular attention. Since $\Xi_{2 \theta}\left(\alpha^{*}\right)$ has the eigenvalue $(-1)^{2}=1$, the $2 \theta$-periodic sequences $\xi^{*}$ and $\eta^{*}$ from assumption $\left(B_{2}\right)$ actually satisfy

$$
\xi_{t+\theta}^{*}=-\xi_{t}^{*}, \quad \eta_{t+\theta}^{*}=-\eta_{t}^{*} \quad \text { for all } t \in \mathbb{Z}
$$

as a result of Prop. 2.4(c) and Prop. 2.5(c). Due to the $\theta$-periodicity of $\phi^{*}$ and $\mathcal{F}_{t}$, this implies

$$
\begin{aligned}
g_{20}= & \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x) \\
& +\sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+\theta+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t+\theta}\left(\phi_{t+\theta}^{*}, \alpha^{*}\right)\left(\xi_{t+\theta}^{*}\right)^{2}\right](x)\right\rangle \mathrm{d} \mu(x)=0
\end{aligned}
$$

and consequently neither Thm. 4.2 (fold bifurcation) nor Prop. 4.6 (transcritical bifurcation) apply. This leads to the territory of Prop. 4.7 guaranteeing a pitchfork bifurcation of $2 \theta$-periodic solutions from $\phi^{*} \in \ell_{\theta}\left(C_{d}\right)$. For this reason, one speaks of a flip or period doubling bifurcation. Here, the bifurcation indicators simplify to

$$
g_{11}=2 \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1} D_{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \xi_{t}^{*}\right](x)\right\rangle \mathrm{d} \mu(x)
$$

and since every solution $\bar{\psi} \in \ell_{\theta}\left(C_{d}\right)$ of (4.10) also solves this linear equation for $\theta$ replaced by $2 \theta$, one obtains

$$
\bar{g}=2 \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{3} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right)\left(\xi_{t}^{*}\right)^{3}\right](x)\right\rangle \mathrm{d} \mu(x)
$$

$$
+6 \sum_{t=0}^{\theta-1} \int_{\Omega}\left\langle\eta_{t+1}^{*}(x),\left[D_{1}^{2} \mathcal{F}_{t}\left(\phi_{t}^{*}, \alpha^{*}\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x)\right\rangle \mathrm{d} \mu(x) \neq 0
$$

i.e. the bifurcation indicators double their values.
4.4. Bifurcation of symmetric solutions. This subsection explains how symmetry properties of the functions $G_{t}, f_{t}$ in $x, y$ affect the bifurcating branches. Suppose the habitat $\Omega \subset \mathbb{R}^{\kappa}$ is symmetric, i.e. $\Omega=-\Omega$. Given $u \in C_{d}$, we define the involution $u^{-}(x):=u(-x)$ and the projections

$$
u^{o}:=\frac{1}{2}\left(u-u^{-}\right), \quad u^{e}:=\frac{1}{2}\left(u+u^{-}\right)
$$

on $C_{d}$. This yields a unique decomposition of $u$ into its odd and even parts, respectively, that is, if odd resp. even functions $v^{o}, v^{e} \in C_{d}$ with $u=v^{o}+v^{e}$ exist, then $v^{o}=u^{o}$ and $v^{e}=u^{e}$. Inspired by this, we will call an $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ even if

$$
G_{t}\left(-x, z_{2}, \alpha\right)=G_{t}\left(x, z_{2}, \alpha\right), \quad f_{t}\left(-x,-y, z_{1}, \alpha\right)=f_{t}\left(x, y, z_{1}, \alpha\right)
$$

holds for all $0 \leq t<\theta_{0}, x, y \in \Omega, z_{1} \in U_{t}^{1}, z_{2} \in U_{t}^{2}$ and $\alpha \in A$.
Proposition 4.8. If $\left(\Delta_{\alpha}\right)$ is even, then the following hold:
(a) $\phi$ is a solution of $\left(\Delta_{\alpha}\right)$ if and only if $\phi^{-}$is.
(b) Assume $u \in U_{t}$ is even. Then for every $i, j \in \mathbb{N}_{0}, i+j \leq m$, the function $D_{1}^{i} D_{2}^{j} \mathcal{F}_{t}(u, \alpha) v^{1} \cdots v^{i} \in C_{d}$ is odd if an odd number of $v^{k}, 1 \leq k \leq i$ are odd and the rest are even, and even if an even number of $v^{k}, 1 \leq k \leq i$ are odd and the rest are even.

As a consequence of (b), it holds that for even $\operatorname{IDEs}, \mathcal{F}_{t}(u, \alpha)$ is an even function whenever $u$ is, that is, the set $\left\{u \in U_{t} \mid u_{t}\right.$ is even $\}$ is positively invariant under $\mathcal{F}_{t}(\cdot, \alpha)$ for each $0 \leq t<\theta_{0}, \alpha \in A$, justifying the choice of nomenclature.

Given $\theta \in \mathbb{N}$, we denote a sequence $\phi \in \ell_{\theta}\left(C_{d}\right)$ as odd if each of its members $\phi_{t} \in C_{d}, t \in \mathbb{Z}$, is odd, and even if all members are even. Due to

$$
\phi_{t}^{-}=\frac{1}{2}\left(\phi_{t}+\phi_{t}^{-}\right)-\frac{1}{2}\left(\phi_{t}-\phi_{t}^{-}\right)=\phi_{t}^{e}-\phi_{t}^{o}
$$

it follows that for any solution $\phi$ of $\left(\Delta_{\alpha}\right)$ which is not even, $\phi^{-}$is a distinct solution.
Proof. Let $\alpha \in A$.
(a) If $\phi$ is a solution of $\left(\Delta_{\alpha}\right)$, then for all $x \in \Omega$ one has

$$
\begin{aligned}
\phi_{t+1}^{-}(x) & \stackrel{(3.2)}{=} G_{t}\left(-x, \int_{\Omega} f_{t}\left(-x, y, \phi_{t}(y), \alpha\right) \mathrm{d} \mu(y), \alpha\right) \\
& =G_{t}\left(-x, \int_{\Omega} f_{t}\left(-x,-y, \phi_{t}(-y), \alpha\right) \mathrm{d} \mu(y), \alpha\right) \\
& =G_{t}\left(x, \int_{\Omega} f_{t}\left(x, y, \phi_{t}(-y), \alpha\right) \mathrm{d} \mu(y), \alpha\right) \stackrel{(3.2)}{=} \mathcal{F}_{t}\left(\phi_{t}^{-}, \alpha\right)(x)
\end{aligned}
$$

where we have used the change of variables formula [46, p. 332, 9.3.1 Thm.] applied with the reflection $\rho: x \in \Omega \mapsto-x \in \Omega$ satisfying $\rho(\Omega)=-\Omega=\Omega$.
(b) is again an immediate consequence of the above change of variables formula together with the observation that both $D_{2}^{i} D_{3}^{j} G_{t}\left(-x, z_{2}, \alpha\right)=D_{2}^{i} D_{3}^{j} G_{t}\left(x, z_{2}, \alpha\right)$ and $D_{3}^{i} D_{4}^{j} f_{t}\left(-x,-y, z_{1}, \alpha\right)=D_{3}^{i} D_{4}^{j} f_{t}\left(x, y, z_{1}, \alpha\right)$ hold for all orders $i+j \leq m$.

Corollary 4.9. Consider an even, $\theta$-periodic solution $\phi^{*}$ of $\left(\Delta_{\alpha_{*}}\right)$. If $\left(\lambda, \xi_{0}\right)$ is a simple eigenpair of $\Xi_{\theta}\left(\alpha^{*}\right)$, then the eigenfunction $\xi_{0}$ is either odd or even. Moreover, if $\left(\lambda, \eta_{0}\right)$ is a simple eigenpair of $\Xi_{\theta}\left(\alpha^{*}\right)^{\prime}$, then $\eta_{0}$ is either odd or even.

Although this result fits into symmetric bifurcation theory, the following ad hoc proof is available.

Proof. Assume $\xi_{0} \in C_{d}$ is neither odd nor even, and consider $\xi_{0}^{o}$ and $\xi_{0}^{e}$, its unique decomposition into non-zero odd and even parts. By construction, we have

$$
\lambda \xi_{0}^{o}+\lambda \xi_{0}^{e}=\lambda \xi_{0}=\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}=\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{o}+\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{e}
$$

By Prop. 4.8 and finite induction, $\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{o}$ is odd and $\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{e}$ is even. Thanks to the uniqueness of the decomposition, one necessarily has $\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{o}=\lambda \xi_{0}^{o}$ and $\Xi_{\theta}\left(\alpha^{*}\right) \xi_{0}^{e}=\lambda \xi_{0}^{e}$. Due to $\xi_{0}^{o} \neq 0$ and $\xi_{0}^{e} \neq 0$, it follows that $\left(\lambda, \xi_{0}^{o}\right)$ and $\left(\lambda, \xi_{0}^{e}\right)$ are distinct eigenpairs of $\Xi_{\theta}\left(\alpha^{*}\right)$, contradicting the simplicity of the eigenvalue $\lambda$. The claim follows for $\Xi_{\theta}\left(\alpha^{*}\right)$, and also for $\Xi_{\theta}\left(\alpha^{*}\right)^{\prime}$ by an analogous argument.

We will consider for any fixed multiple $\theta \in \mathbb{N}$ of $\theta_{0}$ the set

$$
\mathfrak{C}:=\left\{\begin{array}{l|l}
(\phi, \alpha) \in\left(\ell_{\theta}\left(C_{d}\right) \backslash\{0\}\right) \times A & \begin{array}{l}
\phi \text { is an entire solution of }\left(\Delta_{\alpha}\right) \text { and } \\
(\phi, \alpha) \text { is not a bifurcation point of }\left(\Delta_{\alpha}\right)
\end{array}
\end{array}\right\}
$$

that is, the set of $\theta$-periodic nontrivial solutions that are not $\theta$-periodic bifurcation points, and for each $\theta$-periodic bifurcation point $\left(\phi^{*}, \alpha^{*}\right)$ of $\left(\Delta_{\alpha}\right)$ the family
$\mathfrak{C}_{\left(\phi^{*}, \alpha^{*}\right)}:=\left\{\begin{array}{l|l}C \subset \mathfrak{C} & \begin{array}{l}C \text { is a connected component of } \mathfrak{C} \text { containing a sequence } \\ \left(\left(\phi_{n}, \alpha_{n}\right)\right)_{n \in \mathbb{N}} \text { satisfying } \lim _{n \rightarrow \infty}\left(\phi_{n}, \alpha_{n}\right)=\left(\phi^{*}, \alpha^{*}\right)\end{array}\end{array}\right\}$.
Proposition 4.10. Suppose $\left(\Delta_{\alpha}\right)$ is even and satisfies $\mathcal{F}_{t}(0, \alpha) \equiv 0$ on $\mathbb{Z}$ for all $\alpha \in A$. If the assumptions of Thm. 4.4 are satisfied in a point $\left(0, \alpha^{*}\right)$, with $\left(1, \xi_{0}^{*}\right)$ a simple eigenpair of $\Xi_{\theta}\left(\alpha^{*}\right)$, then exactly one of the following hold:
(a) $\xi_{0}^{*}$ is even. If the assumptions for a transcritical bifurcation from Prop. 4.6 hold, then for all $C \in \mathfrak{C}_{\left(0, \alpha^{*}\right)} \neq \emptyset$ and all $(\phi, \alpha) \in C, \phi$ is even.
(b) $\xi_{0}^{*}$ is odd, and $\mathfrak{C}_{\left(0, \alpha^{*}\right)}=\left\{C_{+}, C_{-}\right\}$with disjoint branches $C_{+} \cap C_{-}=\emptyset$, where $(\phi, \alpha) \in C_{+} \Leftrightarrow\left(\phi^{-}, \alpha\right) \in C_{-}$for all $(\phi, \alpha) \in \ell_{\theta}\left(C_{d}\right) \times A$. In particular, a pitchfork bifurcation takes place at $\left(0, \alpha^{*}\right)$; as a consequence, due to the validity of (4.11) the assumptions of Prop. 4.6 do not hold. Moreover, both branches possess the same total population at each time step, i.e.

$$
\begin{aligned}
\left\{\left(\int_{\Omega} \phi_{t}(x) \mathrm{d}\right.\right. & \left.\mu(x), \alpha) \in \mathbb{R}^{d} \times A \mid(\phi, \alpha) \in C_{+}\right\} \\
= & \left\{\left(\int_{\Omega} \phi_{t}(x) \mathrm{d} \mu(x), \alpha\right) \in \mathbb{R}^{d} \times A \mid(\phi, \alpha) \in C_{-}\right\} \quad \text { for all } t \in \mathbb{Z}
\end{aligned}
$$

Proof. That $\mathfrak{C}_{\left(0, \alpha^{*}\right)}$ is nonempty follows directly from Thm. 4.4, and that $\xi_{0}^{*}$ is either odd or even is due to Cor. 4.9. We consider each case.
(a) Assume first that $\xi_{0}^{*}$ is even, and that Prop. 4.6 applies. By Thm. 4.4, the locally unique nontrivial solution branch is $\phi_{2}: A_{0} \rightarrow B_{\varepsilon}(0)$. Assume that $\phi_{2}(\alpha)$ is not even for some $\alpha \in A_{0}$. By Prop. 4.8(a), it follows that $\phi_{2}(\alpha)^{-}$is a distinct nontrivial solution of $\left(\Delta_{\alpha}\right)$. Evidently, $\left\|\phi_{2}(\alpha)^{-}\right\|=\left\|\phi_{2}(\alpha)\right\|<\varepsilon$, contradicting the local uniqueness of $\phi_{2}$. Thus, $\phi_{2}(\alpha)$ is even for all $\alpha \in A_{0}$.

Fix now $C \in \mathfrak{C}_{\left(0, \alpha^{*}\right)}$, and consider the subset

$$
C_{n e}:=\{(u, \alpha) \in C \mid u \text { is not even }\}
$$

By the above, $C_{n e} \neq C$, and by the decomposition $u=u^{o}+u^{e}, u^{o}=\frac{1}{2}\left(u-u^{-}\right)$, $C_{n e}$ is open as a subset of $C$. Assume $C_{n e} \neq \emptyset$. Now $\emptyset \neq \partial C_{n e} \subset C$, so there exists $\left(u^{\dagger}, \alpha^{\dagger}\right) \in \partial C_{n e}$; necessarily, $u^{\dagger}$ is even. This allows us to select some convergent sequence $\left(\left(u_{n}, \alpha_{n}\right)\right)_{n \in \mathbb{N}}$ in $C_{n e}$ with limit $\left(u^{\dagger}, \alpha^{\dagger}\right)$. But by an argument similar
to the above, $\left(u_{n}^{-}, \alpha_{n}\right)_{n \in \mathbb{N}}$ is now also a sequence of $\theta$-periodic solutions converging towards $\left(\left(u^{\dagger}\right)^{-}, \alpha^{\dagger}\right)=\left(u^{\dagger}, \alpha^{\dagger}\right)$, and as $u_{n}$ is not even for any $n \in \mathbb{N}$, one has $u_{n} \neq u_{n}^{-}$ for all $n \in \mathbb{N}$. Thus, $\left(u^{\dagger}, \alpha^{\dagger}\right) \in C$ is a bifurcation point, which is impossible by construction. It follows that $C_{n e}=\emptyset$, that is, $u$ is even for all $(u, \alpha) \in C$.
(b) Assume $\xi_{0}^{*}$ is odd. Considering the solution branch $\left[\begin{array}{c}\gamma_{2} \\ \alpha_{2}\end{array}\right]: S \rightarrow B_{\varepsilon}(0) \times A_{0}$, there must exist, by construction, some $C_{+} \in \mathfrak{C}_{\left(0, \alpha_{*}\right)}$ such that $\left(\gamma_{2}(s), \alpha_{2}(s)\right) \in C_{+}$ for all sufficiently small positive $s \in S$. We suppose that $\gamma_{2}(s)$ is even for all such $s$, that is, $\gamma_{2}(s)^{o}=0$ for all positive $s \in S$ close to 0 . As $\gamma_{2}(s)_{0}=s \xi_{0}^{*}+\tilde{\gamma}_{2}(s)_{0}$, one necessarily has $\tilde{\gamma}_{2}(s)_{0}^{o} \equiv-s \xi_{0}^{*}$ near 0 . Due to $\dot{\tilde{\gamma}}_{2}(0)=0$, this implies $\xi_{0}^{*}=\left(\dot{\tilde{\gamma}}_{2}(0)_{0}\right)^{e}$, which is impossible, since no non-zero function is both odd and even. Hence, with

$$
C_{n e}^{+}:=\left\{(u, \alpha) \in C_{+} \mid u \text { is not even }\right\}
$$

we necessarily have $C_{n e}^{+} \neq \emptyset$. If $C_{n e}^{+} \neq C_{+}$, then again $C_{n e}^{+}$is open as a subset of $C_{+}$with $\partial C_{n e}^{+} \neq \emptyset$, and we again obtain a contradiction. Thus $C_{n e}^{+}=C_{+}$, that is, for any $(u, \alpha) \in C_{+}, u$ is not even, implying $u \neq u^{-}$. As $C_{+}$contains no bifurcation points, each $\alpha$ can appear at most once in $C_{+}$, implying ( $\left.u^{-}, \alpha\right) \notin C_{+}$. By Prop. 4.8, there consequently exists $C_{-} \in \mathfrak{C}_{\left(0, \alpha^{*}\right)} \backslash\left\{C_{+}\right\}$so that $\left(u^{-}, \alpha\right) \in C_{-}$, and by Thm. 4.4, $\mathfrak{C}_{\left(0, \alpha^{*}\right)}$ consists exactly of the two disjoint components $C_{+}$and $C_{-}$. It follows that $\left(0, \alpha^{*}\right)$ is a pitchfork bifurcation point; therefore, Prop. 4.6 cannot apply. As the conditions of Thm. 4.4 are assumed, Prop. 4.6 can only fail if (4.11) holds. The final statement is another consequence of the change of variables formula from [46, p. 332, 9.3.1 Thm.].
5. Applications. Our setting is now simpler than above, since merely single IDEs rather than systems are considered. We write $C(\Omega)$ for the Banach algebra of continuous functions $u: \Omega \rightarrow \mathbb{R}$ equipped with the sup-norm $\|\cdot\|$, and

$$
\ell_{\theta}:=\left\{\left(\phi_{t}\right)_{t \in \mathbb{Z}}: \phi_{t} \in C(\Omega) \text { and } \phi_{t+\theta}=\phi_{t} \text { for all } t \in \mathbb{Z}\right\}
$$

abbreviates the space of $\theta$-periodic sequences in $C(\Omega)$.
The subsequent types of IDEs essentially serve two purposes: First, they illustrate all types of bifurcations introduced in Sect. 4. Second, they demonstrate different degrees of numerical effort in order to verify the required assumptions.
5.1. Degenerate kernels. The example class of degenerate kernel IDEs is the simplest one, since a bifurcation analysis can be kept on a purely analytical level and does not require numerical tools. For a logistic nonlinearity in (1.1), this is demonstrated in [13], while our growth functions in nature are academic and not motivated by ecology. On the parameter space $A=\mathbb{R}$ we study Hammerstein IDEs with right-hand side

$$
\mathcal{F}_{t}(u, \alpha)=\int_{\Omega} k(\cdot, y) g_{t}(y, u(y), \alpha) \mathrm{d} \mu(y)
$$

whose kernels can be represented as $k(x, y)=\sum_{i=1}^{n} k_{i}(y) e_{i}(x)$ for all $x, y \in \Omega$ and some $n \in \mathbb{N}$. Here, $k_{1}, \ldots, k_{n} \in C(\Omega)$ and the functions $e_{1}, \ldots, e_{n} \in C(\Omega)$ are supposed to be linearly independent. This results in $\mathcal{F}_{t}(u, \alpha) \in \operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$ for all $u, \alpha$, and the dynamical behavior of $\left(\Delta_{\alpha}\right)$ is immediately finite-dimensional, i.e. completely determined by a difference equation in $\mathbb{R}^{n}$.

Nevertheless, degenerate kernel IDEs can still be considered as infinite-dimensional dynamical systems, and showcase our methods for periodic equations, dual operators and so on; they are somewhat artificial, to allow for explicit computation, but non-artificial examples are largely relegated to numerics.

Example 5.1 (cosine kernel). On the habitat $\Omega=\left[-\frac{L}{2}, \frac{L}{2}\right]$ equipped with the Lebesgue measure $\mu$ and real numbers $a, L>0$ satisfying $a L \leq \frac{1}{2}$, we suppose that $k(x, y):=k_{0}(x-y)$ is given as finite radius dispersal kernel

$$
k_{0}: \mathbb{R} \rightarrow \mathbb{R}, \quad k_{0}(r):=\frac{\pi a}{2} \begin{cases}\cos (\pi a r), & 2 a|r| \leq 1  \tag{5.1}\\ 0, & 2 a|r|>1\end{cases}
$$

(cf. [13, 33]), which is degenerate, because it can be written as

$$
k_{0}(x-y)=\frac{\pi a}{2} \begin{cases}e_{1}(x) e_{1}(y)+e_{2}(x) e_{2}(y), & 2 a|x-y| \leq 1 \\ 0, & 2 a|x-y|>1\end{cases}
$$

with the odd resp. even functions $e_{1}, e_{2}:\left[-\frac{L}{2}, \frac{L}{2}\right] \rightarrow \mathbb{R}$,

$$
e_{1}(x):=\cos (\pi a x), \quad e_{2}(x):=\sin (\pi a x)
$$

In this context, it is handy to abbreviate $\omega_{i j}:=\int_{-\frac{L}{2}}^{\frac{L}{2}} e_{1}(x)^{i} e_{2}(x)^{j} \mathrm{~d} x, i, j \in \mathbb{N}_{0}$, satisfying $\omega_{i j}>0$ for even $j$ and $\omega_{i j}=0$ otherwise. Note that in both subsequent Exs. 5.2 and 5.3 equipped with the cosine kernel, the bifurcation points only depend on the product $a L \in\left(0, \frac{1}{2}\right]$, and not on $a, L$ individually.
5.1.1. Fold bifurcation. Our first example is an autonomous $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ having the right-hand side

$$
\begin{equation*}
\mathcal{F}(u, \alpha):=\int_{\Omega} k(\cdot, y)\left(2 \alpha+u(y)^{2}\right) \mathrm{d} \mu(y) \tag{5.2}
\end{equation*}
$$

defined on the sets $U_{t} \equiv C(\Omega)$. The partial derivatives compute as

$$
D_{1} \mathcal{F}(u, \alpha) v=2 \int_{\Omega} k(\cdot, y) u(y) v(y) \mathrm{d} \mu(y), \quad D_{2} \mathcal{F}(u, \alpha)=2 \int_{\Omega} k(\cdot, y) \mathrm{d} \mu(y)
$$

and $D_{1}^{2} \mathcal{F}(u, \alpha) v^{2}=2 \int_{\Omega} k(\cdot, y) v(y)^{2} \mathrm{~d} \mu(y)$ for $u, v \in C(\Omega), \alpha \in \mathbb{R}$. The variational equation $\left(V_{\alpha}\right)$ along a fixed-point $\phi^{*}$ becomes $v_{t+1}=2 \int_{\Omega} k(\cdot, y) \phi^{*}(y) v_{t}(y) \mathrm{d} \mu(y)$, and has the dual variational equation (see Lemma 3.3)

$$
v_{t} \stackrel{(3.12)}{=}-2 \phi^{*} \int_{\Omega} k(y, \cdot) v_{t+1}(y) \mathrm{d} \mu(y)
$$

In general, it is difficult to verify a fold bifurcation in IDEs explicitly, since the fold point $\left(\phi^{*}, \alpha^{*}\right)$ is unknown and has to be determined numerically using e.g. path-following techniques. This situation simplifies for specific kernels.

Example 5.2 (cosine kernel). For the cosine kernel (5.1) from Ex. 5.1, the inclusion $\mathcal{F}(u, \alpha) \in \operatorname{span}\left\{e_{1}, e_{2}\right\}$ holds for all $u$ and $\alpha$, since

$$
\mathcal{F}(u, \alpha) \stackrel{(5.2)}{=} \frac{\pi a}{2} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y)\left(2 \alpha+u(y)^{2}\right) \mathrm{d} y e_{i}
$$

Thus, $\left(\Delta_{\alpha}\right)$ is an even IDE. In a fixed point $\phi^{*}$ of $\left(\Delta_{\alpha^{*}}\right)$ one has

$$
\begin{aligned}
D_{1} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right) v & =\pi a \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) \phi^{*}(y) v(y) \mathrm{d} y e_{i}, \\
D_{1}^{2} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right) v^{2} & =\pi a \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) v(y)^{2} \mathrm{~d} y e_{i},
\end{aligned}
$$



Figure 5. Branch of the subcritical fold bifurcation for $\left(\Delta_{\alpha}\right)$ with right-hand side (5.2) and kernel (5.1) (left). Total population over $\alpha \in[0.0,0.3]$ with $a=\frac{1}{4}, L=2$ along the branch (right)

$$
D_{2} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)=\pi a \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) \mathrm{d} y e_{i}=\pi a \omega_{10} e_{1}
$$

and $D_{1} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)^{\prime} v=\pi a \phi^{*} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} v(y) \mathrm{d} y e_{i}$ for all $v \in C\left[-\frac{L}{2}, \frac{L}{2}\right]$. In order to apply Thm. 4.2, consider the (potential) bifurcation point $\left(\phi^{*}, \alpha^{*}\right)$ with

$$
\phi^{*}:=\frac{2}{a \pi \omega_{30}} e_{1}=\frac{6}{\sin \frac{\pi a L}{2}(5+\cos (\pi a L))} e_{1}, \quad \alpha^{*}:=\frac{3}{9-8 \cos (\pi a L)-\cos (2 \pi a L)} .
$$

It is straightforward to show $N\left(D_{1} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)-I_{C(\Omega)}\right)=\operatorname{span}\left\{e_{1}\right\}$. Hence, $\left(B_{1}-B_{2}\right)$ hold, and we define $\xi_{0}^{*}:=e_{1}$. For the dual operator of the derivative, one obtains the null space $N\left(D_{1} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)^{\prime}-I_{C(\Omega)}\right)=\operatorname{span}\left\{\phi^{*} e_{1}\right\}=\operatorname{span}\left\{e_{1}^{2}\right\}$. Setting $\eta_{0}^{*}:=e_{1}^{2}$, we can verify the conditions of Thm. 4.2. Thanks to $a L \in\left(0, \frac{1}{2}\right]$, one obtains

$$
\begin{aligned}
& g_{01}=\int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{0}^{*}(x)\left[D_{2} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)\right](x) \mathrm{d} x=\pi a \omega_{10} \omega_{30}>0 \\
& g_{20}=\int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{0}^{*}(x)\left[D_{1}^{2} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)\left(\xi_{0}^{*}\right)^{2}\right](x) \mathrm{d} x=\pi a \omega_{30}^{2}>0
\end{aligned}
$$

Therefore, Thm. 4.2(a) implies that ( $\Delta_{\alpha}$ ) with the right-hand side (5.2) undergoes a subcritical fold bifurcation at $\left(\phi^{*}, \alpha^{*}\right)$ (see Fig. 5 (left)). Finally, one shows that $N\left(D_{1} \mathcal{F}\left(\phi^{*}, \alpha^{*}\right)-\lambda I_{C(\Omega)}\right)=\{0\}$ for all $\lambda \in \mathbb{C}$ with $|\lambda|>1$, and so Cor. 4.3 yields that the bifurcating branch $\Gamma^{-}$growing in the direction of $-e_{1}$ is exponentially stable for all $\alpha<\alpha^{*}$ near $\alpha^{*}$, while the bifurcating branch $\Gamma^{+}$growing in the direction of $e_{1}$ is unstable (with Morse index 1) for all $\alpha<\alpha^{*}$ near $\alpha^{*}$. The graph of the total population in Fig. 5 (right) reflects the fold.

We point out that along the branches $\Gamma^{+}$and $\Gamma^{-}$further bifurcations of pitchfork and period doubling type can be observed for parameters $\alpha<\alpha^{*}$. Without providing an explicit analysis, we refer to Fig. 6 (left) for a schematic illustration.
5.1.2. Bifurcation of 2-periodic solutions. For $U_{t} \equiv C(\Omega)$ consider an autonomous $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ with right-hand side

$$
\begin{equation*}
\mathcal{F}(u, \alpha):=\alpha \int_{\Omega} k(\cdot, y) u(y)\left(u(y)^{2}-1\right) \mathrm{d} \mu(y) \tag{5.3}
\end{equation*}
$$

satisfying the symmetry condition (4.9) with $\phi_{t}^{*} \equiv 0$ on $\mathbb{Z}$. A 2-periodic solution born from a period doubling is explicitly constructed and shown to pitchfork bifurcate into solutions of the same period 2 .

For all $v \in C(\Omega)$, the derivatives of (5.3) in the origin read as

$$
\begin{array}{rlrl}
D_{1} \mathcal{F}(0, \alpha) v & =-\alpha \int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y), & & D_{2} \mathcal{F}(0, \alpha)=0, \\
D_{1} D_{2} \mathcal{F}(0, \alpha) v & =-\int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y), & D_{1}^{2} \mathcal{F}(0, \alpha)=0, \\
D_{1}^{3} \mathcal{F}(0, \alpha) v^{3} & =6 \alpha \int_{\Omega} k(\cdot, y) v(y)^{3} \mathrm{~d} \mu(y) . &
\end{array}
$$

Example 5.3 (cosine kernel). Working again with the degenerate kernel (5.1) studied in Ex. 5.2, the right-hand side (5.3) becomes

$$
\mathcal{F}(u, \alpha)=\frac{\pi a \alpha}{2} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) u(y)\left(u(y)^{2}-1\right) \mathrm{d} y e_{i}
$$

and is even. For all $v, \bar{v} \in C\left[-\frac{L}{2}, \frac{L}{2}\right]$, the derivatives read as

$$
\begin{aligned}
D_{1} \mathcal{F}(u, \alpha) v & =\frac{\pi a \alpha}{2} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y)\left(3 u(y)^{2}-1\right) v(y) \mathrm{d} y e_{i}, \\
D_{1}^{2} \mathcal{F}(u, \alpha) v \bar{v} & =3 \pi a \alpha \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) u(y) v(y) \bar{v}(y) \mathrm{d} y e_{i}, \\
D_{1}^{3} \mathcal{F}(u, \alpha) v^{3} & =3 \pi a \alpha \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) v(y)^{3} \mathrm{~d} y e_{i}, \\
D_{2} \mathcal{F}(u, \alpha) & =\frac{\pi a}{2} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y) u(y)\left(u(y)^{2}-1\right) \mathrm{d} y e_{i}, \\
D_{2}^{2} \mathcal{F}(u, \alpha) & =0, \\
D_{1} D_{2} \mathcal{F}(u, \alpha) v & =\frac{\pi a}{2} \sum_{i=1}^{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} e_{i}(y)\left(3 u(y)^{2}-1\right) v(y) \mathrm{d} y e_{i} .
\end{aligned}
$$

First, we claim a period doubling at $\left(0, \alpha_{0}^{0}\right)$ with $\alpha_{0}^{0}:=\frac{2}{\pi a \omega_{20}}>0$. Indeed, one shows $N\left(D_{1} \mathcal{F}\left(0, \alpha_{0}^{0}\right)+I_{C(\Omega)}\right)=\operatorname{span}\left\{e_{1}\right\}$ and $1 \notin \sigma\left(D_{1} \mathcal{F}\left(0, \alpha_{0}^{0}\right)\right)$. As per Sect. 4.3, we set $\theta:=2$, and verify $N\left(\Xi_{2}\left(\alpha_{0}^{0}\right)-I_{C(\Omega)}\right)=N\left(\Xi_{2}\left(\alpha_{0}^{0}\right)^{\prime}-I_{C(\Omega)}\right)=\operatorname{span}\left\{e_{1}\right\}$, giving rise to 2-periodic solutions $\xi^{*}=\left(\xi_{t}^{*}\right)_{t \in \mathbb{Z}}$ of $\left(V_{\alpha}\right)$ resp. $\eta^{*}=\left(\eta_{t}^{*}\right)_{t \in \mathbb{Z}} \in \ell_{2}$ of $\left(V_{\alpha_{0}^{0}}^{\prime}\right)$, satisfying $\xi_{0}^{*}=\eta_{0}^{*}=e_{1}, \xi_{1}^{*}=\eta_{1}^{*}=-e_{1}$. Noting that $D_{1}^{2} \mathcal{F}\left(0, \alpha_{0}^{0}\right)=0$ implies that the quantity $\bar{\psi}$ from (4.10) is zero, we can compute the bifurcation conditions

$$
\begin{aligned}
g_{11}= & \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left[D_{1} D_{2} \mathcal{F}\left(0, \alpha_{0}^{0}\right) \xi_{t}^{*}\right](x) \mathrm{d} x=\pi a \omega_{20}^{2}>0 \\
& \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left[D_{2}^{2} \mathcal{F}\left(0, \alpha_{0}^{0}\right)\right](x) \mathrm{d} x=0
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left[D_{1}^{2} \mathcal{F}\left(0, \alpha_{0}^{0}\right)\left(\xi_{t}^{*}\right)^{2}\right](x) \mathrm{d} x=0 \\
\bar{g}= & \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left[D_{1}^{3} \mathcal{F}\left(0, \alpha_{0}^{0}\right)\left(\xi_{t}^{*}\right)^{3}\right](x) \mathrm{d} x+0=-12 \omega_{40}<0 .
\end{aligned}
$$

Whence, Prop. 4.7(b) guarantees a supercritical pitchfork bifurcation of 2-periodic solutions from the trivial branch at $\alpha_{0}^{0}$, that is, a flip bifurcation.

Second, we verify a bifurcation along this branch of 2-periodic solutions. This branch, parametrized by $\left[\begin{array}{l}\gamma \\ \alpha\end{array}\right]: S \rightarrow B_{\varepsilon}(0) \times \mathbb{R}, \varepsilon>0$, defined in a neighborhood $S \subseteq \mathbb{R}$ of 0 , is locally unique. Moreover, Prop. 4.7 suggests the ansatz $\gamma(s)_{0}=s e_{1}$, $\alpha(s)=\alpha_{0}^{0}-\frac{g_{30}}{3 g_{11}} s^{2}+\tilde{\alpha}(s)=\alpha_{0}^{0}\left(1+\frac{\omega_{40}}{\omega_{20}} s^{2}\right)+\tilde{\alpha}(s)$, where $\tilde{\alpha}(0)=\dot{\tilde{\alpha}}(0)=\ddot{\tilde{\alpha}}(0)=0$. Using this, one obtains $\alpha(s)=\alpha_{0}^{0}\left(1+\frac{\omega_{40}}{\omega_{20}} s^{2}\right)+\frac{\omega_{40}^{2} s^{4}}{\omega_{20}^{2}\left(\omega_{20}-s^{2} \omega_{40}\right)}$ and $\gamma(s)_{1}=-s e_{1}$, which can be re-parametrized as $\phi_{ \pm}(\alpha)_{t}= \pm(-1)^{t} \sqrt{\frac{a \pi \omega_{20} \alpha-2}{a \pi \omega_{40} \alpha}} e_{1}$ for $\alpha \geq \alpha_{0}^{0}$ near $\alpha_{0}^{0}$. Concerning ourselves with the "upper" branch $\phi_{+}$(but suppressing the plus sign for readability) and retaining $\theta=2$, we observe that the linear equation

$$
\begin{aligned}
0 & =\left[\begin{array}{l}
D_{1} \mathcal{F}\left(\phi(\alpha)_{1}, \alpha\right)\left(A_{1} e_{1}+B_{1} e_{2}\right) \\
D_{1} \mathcal{F}\left(\phi(\alpha)_{0}, \alpha\right)\left(A_{0} e_{1}+B_{0} e_{2}\right)
\end{array}\right]-\left[\begin{array}{l}
A_{0} e_{1}+B_{0} e_{2} \\
A_{1} e_{1}+B_{1} e_{2}
\end{array}\right] \\
& =\left[\begin{array}{l}
\left(\left(\pi a \omega_{20} \alpha-3\right) A_{1}-A_{0}\right) e_{1}+\left(\frac{3 \pi a \alpha \omega_{20} \omega_{22}-\pi a \alpha \omega_{02} \omega_{40}-6 \omega_{22}}{2 \omega_{40}} B_{1}-B_{0}\right) e_{2} \\
\left(\left(\pi a \omega_{20} \alpha-3\right) A_{0}-A_{1}\right) e_{1}+\left(\frac{3 \pi a \alpha \omega_{20} \omega_{22}-\pi a \alpha \omega_{02} \omega_{40}-6 \omega_{22}}{2 \omega_{40}} B_{0}-B_{1}\right) e_{2}
\end{array}\right]
\end{aligned}
$$

has the unique (up to multiples of $A_{0}$ and $A_{1}$ ) solution $B_{0}=B_{1}=0$ and $A_{0}=A_{1}$ for $\alpha=2 \alpha_{0}^{0}=$ : $\alpha_{1}^{0}$; we write $\phi^{*}:=\phi\left(\alpha_{1}^{0}\right)=\left((-1)^{t} \sqrt{\frac{\omega_{20}}{2 \omega_{40}}} e_{1}\right)_{t \in \mathbb{Z}}$. By Prop. 2.4, we have $N\left(\Xi_{2}\left(\alpha_{1}^{0}\right)-I_{C(\Omega)}\right)=\operatorname{span}\left\{e_{1}\right\}$, and derive the 2-periodic solution $\xi^{*}$ of $\left(V_{\alpha_{1}^{0}}\right)$ satisfying $\xi_{0}^{*}=\xi_{1}^{*}=e_{1}$. The simple nature of our system allows us to determine $N\left(\Xi_{2}\left(\alpha_{1}^{0}\right)^{\prime}-I_{C(\Omega)}\right)=\operatorname{span}\left\{\left(3 \phi_{1}^{* 2}-1\right) e_{1}\right\}$ using a similar equation, now yielding a 2-periodic solution $\eta^{*}$ of $\left(V_{\alpha_{1}^{0}}^{\prime}\right)$ with $\eta_{0}^{*}=\left(3 \phi_{1}^{* 2}-1\right) e_{1}=\left(3 \phi_{0}^{* 2}-1\right) e_{1}=\eta_{1}^{*}$.

Before proceeding, we note that $D_{2} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right) \neq 0$ for all $t \in \mathbb{Z}$; hence, Thm. 4.4 fails to apply directly. As we know $\phi$ explicitly, this is not a significant hindrance; we pass over to the equation $\left(\tilde{\Delta}_{\alpha}\right)$ of perturbed motion with

$$
\psi_{t}:=\dot{\phi}\left(\alpha_{1}^{0}\right)_{t}=(-1)^{t} \frac{\pi a{\sqrt{\omega_{20}}}^{3}}{8 \sqrt{2 \omega_{40}}} e_{1} \quad \text { for all } t \in \mathbb{Z}
$$

It remains to determine the unique solution $\bar{\psi}$ of (4.10). We start by noting that there are infinitely many $\tilde{\psi} \in \ell_{2}$ solving all but the last line of (4.10); it is not hard to demonstrate that $\tilde{\psi}_{0}=0, \tilde{\psi}_{1}=6 \sqrt{\frac{2 \omega_{40}}{\omega_{20}}} e_{1}$ represents such a solution. In order to satisfy also the last line of (4.10), we note that

$$
\bar{\psi}_{t}:=\tilde{\psi}_{t}-\frac{\sum_{s=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{s}^{*}(x) \tilde{\psi}_{s}(x) \mathrm{d} x}{\sum_{s=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{s}^{*}(x) \xi_{s}^{*}(x) \mathrm{d} x} \xi_{t}^{*}=3(-1)^{t+1} \sqrt{\frac{2 \omega_{40}}{\omega_{20}}} e_{1} \quad \text { for all } t \in \mathbb{Z}
$$

solves (4.10), regardless of the choice of $\tilde{\psi}$. This yields the bifurcation conditions

$$
g_{11}=\sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left(\left[D_{1} D_{2} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right) \xi_{t}^{*}\right](x)+\left[D_{1}^{2} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right) \psi_{t} \xi_{t}^{*}\right](x)\right) \mathrm{d} x
$$



Figure 6. Schematic bifurcation diagrams for the cosine kernel (5.1) with $a L \leq \frac{1}{2}$ illustrating branches of $\theta$-periodic solutions: Ex. 5.2 has a subcritical fold bifurcation of fixed points at $\left(\phi^{*}, \alpha^{*}\right)$ (left). After a supercritical period doubling at $\left(0, \alpha_{0}^{0}\right)$, Ex. 5.3 has a supercritical pitchfork bifurcation of 2-periodic solutions at $\left(\phi_{ \pm}\left(\alpha_{1}^{0}\right), \alpha_{1}^{0}\right)$ (right). Fixed point branches are solid $(\theta=1)$, branches of 2-periodic solutions are dashed $(\theta=2)$ and 4-periodic solutions are indicated by dotted lines $(\theta=4)$

$$
\begin{aligned}
= & \pi a \omega_{20}>0 \\
& \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left[D_{1}^{2} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right)\left(\xi_{t}^{*}\right)^{2}\right](x) \mathrm{d} x=0 \\
\bar{g}= & \sum_{t=0}^{1} \int_{-\frac{L}{2}}^{\frac{L}{2}} \eta_{t+1}^{*}(x)\left(\left[D_{1}^{3} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right)\left(\xi_{t}^{*}\right)^{3}\right](x)+3\left[D_{1}^{2} \mathcal{F}\left(\phi_{t}^{*}, \alpha_{1}^{0}\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x)\right) \mathrm{d} x \\
= & -192 \omega_{40}<0 .
\end{aligned}
$$

Thanks to Prop. 4.7(b) this guarantees a supercritical pitchfork bifurcation into a 2-periodic solution from $\phi^{*}$ at $\alpha=\alpha_{1}^{0}$, which is not a period doubling.
5.2. Trivial branch analysis. Models from ecology typically possess the zero solution. Hence, in order to determine critical parameter values it suffices to approximate eigenpairs of the linearization in 0 numerically. This section features a flexible class of IDEs which exhibits a countable number of bifurcations from the trivial solution. The primary bifurcation is always transcritical and so is every second one. In between two transcritical bifurcations a pitchfork one occurs (at least in the autonomous case). This verifies an observation illustrated in [53, Fig. 7] for the first three branches.

Concretely, we consider right-hand sides in $\left(\Delta_{\alpha}\right)$ of the form

$$
\begin{equation*}
\mathcal{F}_{t}(u, \alpha):=G\left(\alpha \beta_{t} \int_{\Omega} f(\cdot, y, u(y)) \mathrm{d} \mu(y)\right) \tag{5.4}
\end{equation*}
$$

with sufficiently smooth functions $f: \Omega \times \Omega \times U^{1} \rightarrow \mathbb{R}, G: U^{2} \rightarrow \mathbb{R}$ defined on open intervals $U^{1}, U^{2} \subseteq \mathbb{R}$ containing 0 and satisfying the identities

$$
f(x, y, 0) \equiv 0 \quad \text { on } \Omega \times \Omega, \quad G(0)=0
$$

as well as the symmetry condition $D_{3} f(x, y, 0)=D_{3} f(y, x, 0)$ for all $x, y \in \Omega$. Moreover, $\left(\beta_{t}\right)_{t \in \mathbb{Z}}$ is assumed to be a $\theta$-periodic sequence in $(0, \infty)$ and $\alpha>0$ is the bifurcation parameter. Thus, $\left(\Delta_{\alpha}\right)$ has the trivial solution and we are in the set-up of (3.2) with the functions

$$
G_{t}(x, z, \alpha)=G(z), \quad \quad f_{t}(x, y, z, \alpha)=\alpha \beta_{t} f(x, y, z)
$$

It is convenient to introduce the Fredholm integral operator $\mathcal{K} \in L(\Omega)$,

$$
\begin{equation*}
\mathcal{K} v:=G^{\prime}(0) \int_{\Omega} D_{3} f(\cdot, y, 0) v(y) \mathrm{d} \mu(y) \quad \text { for all } v \in C(\Omega) \tag{5.5}
\end{equation*}
$$

which is symmetric and therefore has the dual operator

$$
\begin{equation*}
\mathcal{K}^{\prime} v=G^{\prime}(0) \int_{\Omega} D_{3} f(y, \cdot, 0) v(y) \mathrm{d} \mu(y)=\mathcal{K} v \quad \text { for all } v \in C(\Omega) \tag{5.6}
\end{equation*}
$$

Moreover, its eigenvalues $\lambda_{i}, i \in I$ from a countable index set $I=\{0,1, \ldots\} \subseteq \mathbb{N}_{0}$, are reals and might be ordered according to $\ldots<\lambda_{2}<\lambda_{1}<\lambda_{0}$, while $\xi^{i} \in C(\Omega)$, $i \in I$, denote the associated eigenfunctions.
5.2.1. Simplicity of eigenvalues. A crucial assumption in our bifurcation analysis is the simplicity of critical eigenvalues. Here we provide a sufficient criterion guaranteeing that every eigenvalue of $\mathcal{K}$ on a symmetric domain in $\mathbb{R}$ is simple, when $\mu$ is the Lebesgue measure on $\mathbb{R}$.
Proposition 5.1. Equip $\Omega=\left[-\frac{L}{2}, \frac{L}{2}\right]$ with the Lebesgue measure. If $G^{\prime}(0)>0$ and

$$
\operatorname{det}\left(D_{3} f\left(x_{i}, y_{j}, 0\right)\right)_{i, j=0}^{n} \geq 0, \quad \operatorname{det}\left(D_{3} f\left(x_{i}, x_{j}, 0\right)\right)_{i, j=0}^{n}>0 \quad \text { for all } n \in \mathbb{N}_{0}
$$

and all $-\frac{L}{2}<x_{0}<\ldots<x_{n}<\frac{L}{2},-\frac{L}{2}<y_{0}<\ldots<y_{n}<\frac{L}{2}$ hold, then every eigenpair $\left(\lambda_{i}, \xi^{i}\right), i \in I$, of $\mathcal{K}$ satisfies:
(a) $\lambda_{i}$ is positive and simple,
(b) $\xi^{i} \in C(\Omega)$ has exactly $i$ distinct zeros $x_{0}^{i}<\ldots<x_{i}^{i}$ and $i$ sign changes,
(c) the zeros of $\xi^{i}$ and $\xi^{i+1}$ strictly interlace, that is, $x_{0}^{i+1}<x_{0}^{i}<x_{1}^{i+1}<x_{1}^{i}<$ $\ldots<x_{i}^{i+1}<x_{i}^{i}<x_{i+1}^{i+1}$.
Proof. Apply [42, Thm. 4.1] to the kernel $k(x, y):=G^{\prime}(0) D_{3} f(x, y, 0)$.
Corollary 5.2. If furthermore $D_{3} f(-x,-y, 0)=D_{3} f(x, y, 0)$ holds for arbitrary $x, y \in\left[-\frac{L}{2}, \frac{L}{2}\right]$, then $\xi^{i}$ is even for even $i \in I$ and odd for odd $i \in I$.

Proof. Cor. 4.9 yields that every eigenfunction is odd or even. Fix $i \in I$ and assume first it is even. As odd functions cannot have an even number of zeros, it is immediate from Prop. 5.1 that $\xi^{i}$ is even. Assume next $i$ is odd, but that $\xi^{i}$ is even. As it has an odd number of zeros, necessarily $\xi^{i}(0)=0$. Being even (and nowhere constant zero, as it has a finite number of zeros), it is either strictly positive or strictly negative near 0 , which is impossible, as this implies $\xi^{i}$ has at most $i-1$ sign changes, contradicting Prop. 5.1. Accordingly, $\xi^{i}$ is odd.
5.2.2. Bifurcations along the trivial branch. The branchings of solutions to ( $\Delta_{\alpha}$ ) along zero are now determined by properties of (5.5), as we have derivatives

$$
D_{1} \mathcal{F}_{t}(0, \alpha) v=\alpha \beta_{t} \mathcal{K} v, \quad D_{1} D_{2} \mathcal{F}_{t}(0, \alpha) v=\beta_{t} \mathcal{K} v, \quad D_{2} \mathcal{F}_{t}(0, \alpha)=D_{2}^{2} \mathcal{F}_{t}(0, \alpha)=0
$$

for all $t \in \mathbb{Z}$ and $\alpha \in A$. We formulate a first standing hypothesis:

| growth function | $\hat{g}(z)$ | $c_{2}$ | $d_{2}$ | $c_{3}$ | $d_{3}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| logistic | $z(1-z)$ | -2 | -2 | 0 | 0 |
| Hassell | $\frac{z}{(1+z)^{c}}$ | $-2 c$ | $-2 c$ | $3(1+c) c$ | $3(1+c) c$ |
| Ricker | $z e^{-z}$ | -2 | -2 | 3 | 3 |

TABLE 1. Coefficients in commonly used growth functions $\hat{g}, c>0$
$\left(Z_{1}\right)$ Suppose that $\mathcal{K} \in L(C(\Omega))$ has a simple eigenpair $\left(\lambda, \xi_{0}^{*}\right)$ with $\lambda>0$ and set

$$
\alpha^{*}:=\frac{1}{\lambda \sqrt[\theta]{\beta_{\theta-1} \cdots \beta_{0}}}
$$

Let us clarify the bifurcation behavior of $\left(\Delta_{\alpha}\right)$ in $\left(0, \alpha^{*}\right)$. First, the resulting variational, resp. is dual difference equation

$$
v_{t+1}=\alpha^{*} \beta_{t} \mathcal{K} v_{t}, \quad v_{t}=\alpha^{*} \beta_{t} \mathcal{K}^{\prime} v_{t+1} \stackrel{(5.6)}{=} \alpha^{*} \beta_{t} \mathcal{K} v_{t+1}
$$

possess $\theta$-periodic solutions

$$
\xi_{t}^{*}:=a_{t} \xi_{0}^{*} \in C(\Omega), \quad \eta_{t}^{*}:=a_{t}^{-1} \xi_{0}^{*} \in C(\Omega), \quad a_{t}:=\left(\alpha^{*} \lambda\right)^{t} \prod_{r=0}^{t-1} \beta_{r}>0
$$

with $\eta_{t}^{*} \xi_{t}^{*} \equiv\left(\xi_{0}^{*}\right)^{2}$ on $\mathbb{Z}$. Thus, $\left(\Delta_{\alpha}\right)$ satisfies the bifurcation conditions $\left(B_{1}-B_{3}\right)$ at $\left(0, \alpha^{*}\right)$, and

$$
\begin{aligned}
g_{11} & :=\sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left[D_{1} D_{2} \mathcal{F}_{t}\left(0, \alpha^{*}\right) \xi_{t}^{*}\right](x) \mathrm{d} \mu(x)=\sum_{t=0}^{\theta-1} \beta_{t} \int_{\Omega} \eta_{t+1}^{*}(x)\left[\mathcal{K} \xi_{t}^{*}\right](x) \mathrm{d} \mu(x) \\
& =\frac{1}{\alpha^{*}} \sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x) \xi_{t+1}^{*}(x) \mathrm{d} \mu(x)=\frac{\theta}{\alpha^{*}} \int_{\Omega} \xi_{0}^{*}(x)^{2} \mathrm{~d} \mu(x)>0 .
\end{aligned}
$$

More can be said under an additional assumption tailor-made for various growthdispersal and dispersal-growth right-hand sides, and their linear combinations.
$\left(Z_{2}\right)$ There exist $c_{2}, d_{2}, c_{3}, d_{3} \in \mathbb{R}$ such that the representation

$$
\left\{\begin{array}{l}
D_{1}^{2} \mathcal{F}_{t}\left(0, \alpha^{*}\right) v \bar{v}=c_{2} \alpha^{*} \beta_{t} \mathcal{K}(v \bar{v})+d_{2}\left(\alpha^{*} \beta_{t}\right)^{2}(\mathcal{K} v)(\mathcal{K} \bar{v}),  \tag{5.7}\\
D_{1}^{3} \mathcal{F}_{t}\left(0, \alpha^{*}\right) v^{3}=c_{3} \alpha^{*} \beta_{t} \mathcal{K} v^{3}+d_{3}\left(\alpha^{*} \beta_{t}\right)^{3}(\mathcal{K} v)^{3}
\end{array}\right.
$$

holds for all $t \in \mathbb{Z}$ and $v, \bar{v} \in C(\Omega)$.
Remark 5.1. One frequently encounters the situation $f(x, y, z)=k_{0}(x, y) g(z)$ with a continuous function $k_{0}: \Omega \times \Omega \rightarrow \mathbb{R}$ and a $C^{3}$-growth function $g: U^{1} \rightarrow \mathbb{R}$ satisfying $g(0)=0$. In case $G^{\prime \prime}(0) g^{\prime \prime}(0)=0$ the coefficients in $\left(Z_{2}\right)$ explicitly compute as

$$
c_{2}=\frac{g^{\prime \prime}(0)}{g^{\prime}(0)}, \quad d_{2}=\frac{G^{\prime \prime}(0)}{G^{\prime}(0)^{2}}, \quad c_{3}=\frac{g^{\prime \prime \prime}(0)}{g^{\prime}(0)}, \quad d_{3}=\frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)^{3}}
$$

This applies to both Hammerstein equations $(G(z)=z, g=\hat{g})$ and dispersal-growth equations ( $G=\hat{g}, g(z)=z$ ) with the growth functions $\hat{g}$ from e.g. Tab. 1.

Let us first provide criteria for transcritical bifurcations in (5.4). The assumption (5.7) leads to the following bifurcation indicators

$$
g_{20}=\sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left(c_{2} \alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*}\right)^{2}\right](x)+d_{2}\left(\alpha^{*} \beta_{t}\left[\mathcal{K} \xi_{t}^{*}\right](x)\right)^{2}\right) \mathrm{d} \mu(x)
$$

$$
\begin{align*}
& \stackrel{(5.5)}{=} \sum_{t=0}^{\theta-1} c_{2} \int_{\Omega} \xi_{t}^{*}(y)^{2} \int_{\Omega} \alpha^{*} \beta_{t} k(x, y) \eta_{t+1}^{*}(x) \mathrm{d} \mu(x) \mathrm{d} \mu(y) \\
&+\sum_{t=0}^{\theta-1} d_{2} \int_{\Omega} \eta_{t+1}^{*}(x) \xi_{t+1}^{*}(x)^{2} \mathrm{~d} \mu(x) \\
&= \sum_{t=0}^{\theta-1} \int_{\Omega} c_{2} \eta_{t}^{*}(x) \xi_{t}^{*}(x)^{2}+d_{2} \eta_{t}^{*}(x) \xi_{t}^{*}(x)^{2} \mathrm{~d} \mu(x) \\
&=\left(c_{2}+d_{2}\right)\left(\sum_{t=0}^{\theta-1} a_{t}\right) \int_{\Omega} \xi_{0}^{*}(x)^{3} \mathrm{~d} \mu(x),  \tag{5.8}\\
& g_{30}= \sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left(c_{3} \alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*}\right)^{3}\right](x)+d_{3}\left(\alpha^{*} \beta_{t}\left[\mathcal{K} \xi_{t}^{*}\right](x)\right)^{3}\right) \mathrm{d} \mu(x) \\
& \stackrel{(5.5)}{=} \sum_{t=0}^{\theta-1} c_{3} \int_{\Omega} \xi_{t}^{*}(y)^{3} \int_{\Omega} \alpha^{*} \beta_{t} k(x, y) \eta_{t+1}^{*}(x) \mathrm{d} \mu(x) \mathrm{d} \mu(y) \\
&+\sum_{t=0}^{\theta-1} d_{3} \int_{\Omega} \eta_{t+1}^{*}(x) \xi_{t+1}^{*}(x)^{3} \mathrm{~d} \mu(x) \\
&= \sum_{t=0}^{\theta-1} \int_{\Omega} c_{3} \eta_{t}^{*}(x) \xi_{t}^{*}(x)^{3}+d_{3} \eta_{t}^{*}(x) \xi_{t}^{*}(x)^{3} \mathrm{~d} \mu(y) \\
&=\left(c_{3}+d_{3}\right)\left(\sum_{t=0}^{\theta-1} a_{t}^{2}\right) \int_{\Omega} \xi_{0}^{*}(x)^{4} \mathrm{~d} \mu(x), \tag{5.9}
\end{align*}
$$

from which one immediately has

$$
\begin{equation*}
g_{20}=0 \quad \Leftrightarrow \quad c_{2}+d_{2}=0 \text { or } \int_{\Omega} \xi_{0}^{*}(x)^{3} \mathrm{~d} \mu(x)=0 \tag{5.10}
\end{equation*}
$$

Proposition 5.3 (transcritical bifurcation). Suppose $\left(Z_{1}-Z_{2}\right)$ hold and $c_{2}+d_{2} \neq 0$. If $\int_{\Omega} \xi_{0}^{*}(x)^{3} \mathrm{~d} \mu(x) \neq 0$, then there is a transcritical bifurcation at $\left(0, \alpha^{*}\right)$.

Proof. The assumptions of Prop. 4.6 are satisfied.
For many popular IDEs, one indeed observes that a stability loss from the trivial branch occurs via a transcritical bifurcation; this is indeed a special case of the above. Denoting the spectral radius of $\mathcal{K}$ by $r(\mathcal{K})>0$, we obtain:

Proposition 5.4 (primary bifurcation). Suppose that $\left(Z_{2}\right)$ holds with $c_{2}+d_{2} \neq 0$ and $\alpha^{*}=\frac{1}{r(\mathcal{K}) \sqrt[\theta]{\beta_{\theta-1} \cdots \beta_{0}}}$. If

$$
G^{\prime}(0) D_{3} f(x, y, 0)>0 \quad \text { for all } x, y \in \Omega
$$

then the trivial solution of $\left(\Delta_{\alpha}\right)$ is exponentially stable for $0<\alpha<\alpha^{*}$ and unstable for $\alpha>\alpha^{*}$. In particular, a transcritical bifurcation into a nontrivial branch $\phi_{0}^{0}$ of $\theta$-periodic solutions takes place at $\left(0, \alpha^{*}\right)$, where, near $\alpha^{*}, \phi_{0}^{0}$ is unstable for $\alpha<\alpha^{*}$ and exponentially stable for $\alpha>\alpha^{*}$.

Remark 5.2 (basic reproduction number). The critical value $\alpha^{*}$ in Prop. 5.4 is a threshold parameter. For models studied in Sects. 5.2.3 and 5.2.4 it distinguishes between extinction $\left(0<\alpha \leq \alpha^{*}\right)$ and persistence $\left(\alpha^{*}<\alpha\right)$ of a population, since
the primary branch $\phi_{0}^{0}$ consists of globally attractive $\theta$-periodic solutions (w.r.t. solutions having positive values). The reciprocal of $\alpha^{*}$ might be interpreted as extension of the basic population turnover number introduced in [29,52] to periodic problems. Since the IDEs with right-hand side (3.2) studied here address populations having non-overlapping generations, this basic population turnover number coincides with the notorious basic reproduction number $R_{0}$ (cf. [2, 10, 11, 17, 18] in ecological and [14, p. 353] in epidemic models). Nevertheless, one can also formulate IDEs describing populations having overlapping generations, which involve e.g. one integral for newborns and one integral for the rest. In such a model, the basic turnover number does not coincide with the basic reproduction number and we refer to [52, Rem. 3.14] for the relation between the two.

Proof. Let $C_{+}(\Omega)$ denote the solid cone of nonnegative functions in $C(\Omega)$. For every nonzero $v \in C_{+}(\Omega)$ there exists a $x_{0} \in \Omega$ and a $c>0$ such that $v(x)>c$ holds in a neighborhood $U \subseteq \Omega$ of $x_{0}$. Moreover, $\gamma:=G^{\prime}(0) \min _{x, y \in \Omega} D_{3} f(x, y, 0)>0$ due to the compactness of $\Omega$ and we arrive at

$$
[\mathcal{K} v](x) \stackrel{(5.5)}{=} G^{\prime}(0) \int_{\Omega} D_{3} f(x, y, 0) v(y) \mathrm{d} \mu(y) \geq c \gamma \mu(\Omega)>0 \quad \text { for all } x \in \Omega
$$

thus, $\mathcal{K} v$ is an interior point of $C_{+}(\Omega)$. This shows that $\mathcal{K}$ is strongly positive and the Krein-Rutman theorem [22, p. 228, Thm. 19.3] applies. Hence, $r(\mathcal{K})>0$ is a simple eigenvalue of $\mathcal{K},|\lambda|<r(\mathcal{K})$ for all $\lambda \in \sigma(\mathcal{K}) \backslash\{r(\mathcal{K})\}$, with an eigenfunction $\xi_{0}^{*} \in C(\Omega)$ such that $\inf _{x \in \Omega} \xi_{0}^{*}(x)>0$. Inserting this into the above yields $g_{20} \neq 0$, implying a transcritical bifurcation. In combination with $g_{11}>0$ as computed earlier and applying Cor. 4.5, Prop. 4.6 yields the claimed stability properties.

To describe the degenerate case $\int_{\Omega} \xi_{0}^{*}(x)^{3} \mathrm{~d} \mu(x)=0$ in (5.10), and to establish a pitchfork bifurcation, is not as straightforward and requires further preparations. For the solution $\bar{\psi}$ of (4.10), a manipulation as above shows that one must solve

$$
\left\{\begin{array}{l}
\bar{\psi}_{t+1}=\alpha^{*} \beta_{t} \mathcal{K}\left(\bar{\psi}_{t}+c_{2}\left(\xi_{t}^{*}\right)^{2}\right)+d_{2}\left(\xi_{t+1}^{*}\right)^{2} \quad \text { for all } 0 \leq t<\theta-2 \\
\bar{\psi}_{0}=\alpha^{*} \beta_{\theta-1} \mathcal{K}\left(\bar{\psi}_{\theta-1}+c_{2}\left(\xi_{\theta-1}^{*}\right)^{2}\right)+d_{2}\left(\xi_{0}^{*}\right)^{2} \\
0=\sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t}^{*}(x) \bar{\psi}_{t}(x) \mathrm{d} \mu(x)
\end{array}\right.
$$

If $D_{1}^{2} \mathcal{F}_{t}\left(0, \alpha^{*}\right) \equiv 0$ on $\mathbb{Z}$ holds, then $\bar{\psi}=0$, and the condition $c_{3}+d_{3} \neq 0$ becomes sufficient for a pitchfork bifurcation at $\left(0, \alpha^{*}\right)$. Without this _ oppressively strong - assumption, the following simplified scheme for computing $\bar{\psi}$ is advisable.

Proposition 5.5. Suppose $\left(Z_{1}-Z_{2}\right)$ hold with $c_{2}+d_{2} \neq 0$, and that either $\theta$ is odd or $-\lambda \notin \sigma(\mathcal{K})$. If $g_{20}=0$, then the Fredholm integral equation of the second kind

$$
\begin{equation*}
\bar{w}=\lambda^{-\theta} \mathcal{K}^{\theta} \bar{w}+\left(\xi_{0}^{*}\right)^{2} \tag{5.11}
\end{equation*}
$$

possesses a unique solution $\bar{w} \in R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$. Moreover, one has

$$
\begin{aligned}
\bar{g}:= & g_{30}+3 \sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left[D_{1}^{2} \mathcal{F}_{t}\left(0, \alpha^{*}\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x) \mathrm{d} \mu(x) \\
= & g_{30}+3 \sum_{t=0}^{\theta-1} \int_{\Omega} \xi_{0}^{*}(x)^{2}\left(\left(c_{2}+d_{2}\right)^{2} \lambda^{-t}\left(\sum_{r=0}^{t-1} a_{\theta+r-t} a_{r}+\sum_{r=t}^{\theta-1} a_{r} a_{r-t}\right)\left[\mathcal{K}^{t} \bar{w}\right](x)\right. \\
& \left.\left.\quad-\left(c_{2}+d_{2}\right)^{2} \xi_{t}^{*}(x)^{2}+c_{2} d_{2}\left(\xi_{t+1}^{*}(x)^{2}-\alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*}\right)^{2}\right)\right](x)\right)\right) \mathrm{d} \mu(x) .
\end{aligned}
$$

Proof. Let us first establish existence and uniqueness of the solution $\bar{w}$. Start by noting $\lambda^{-\theta} \mathcal{K}^{\theta}-I_{C(\Omega)}=\lambda^{-\theta}\left(\mathcal{K}-\lambda I_{C(\Omega)}\right) \prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right)$; as $\sigma(\mathcal{K}) \backslash\{0\}$ consists only of real eigenvalues, $\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right) \in G L(C(\Omega))$ results from our assumptions. Consider for $\bar{w} \in R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$ the equivalent system

$$
\left(\xi_{0}^{*}\right)^{2}=\left(\mathcal{K}-\lambda I_{C(\Omega)}\right) v, \quad v=\lambda^{-\theta}\left(\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{\frac{2 \pi t}{\theta} \iota} I_{C(\Omega)}\right)\right) \bar{w} .
$$

As the assumption $g_{20}=0$ yields $\int_{\Omega} \eta_{0}^{*}(x) \xi_{0}^{*}(x)^{2} \mathrm{~d} \mu(x)=0$, one has the inclusion $\left(\xi_{0}^{*}\right)^{2} \in R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$. This implies there is some unique $\bar{v} \in R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$ such that $v=\bar{v}+\rho \xi_{0}^{*}$ solves the first part of the equation for all $\rho \in \mathbb{R}$. Note also that as $\mathcal{K} \xi_{0}^{*}=\lambda \xi_{0}^{*}$ and $\lambda^{-\theta} \prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right)=\sum_{t=0}^{\theta-1} \lambda^{-t-1} \mathcal{K}^{t}$ holds, one obtains $\lambda^{-\theta}\left(\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right)\right) \rho \frac{\lambda}{\theta} \xi_{0}^{*}=\rho \xi_{0}^{*}$, which by invertibility guarantees

$$
\lambda^{\theta}\left(\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right)\right)^{-1} \rho \xi_{0}^{*}=\rho \frac{\lambda}{\theta} \xi_{0}^{*} \in N\left(\mathcal{K}-\lambda I_{C(\Omega)}\right) .
$$

Thus, the second equation has $\bar{w}=\lambda^{\theta}\left(\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{2 \iota \pi t / \theta} I_{C(\Omega)}\right)\right)^{-1} \bar{v}+\rho \frac{\lambda}{\theta} \xi_{0}^{*}$ as solutions, which all share the same unique projection into $R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$, independent of $\rho$. Due to

$$
\left(\mathcal{K}-\lambda I_{C(\Omega)}\right) \prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{\frac{2 \pi t}{\theta} \iota} I_{C(\Omega)}\right)=\left(\prod_{t=1}^{\theta-1}\left(\mathcal{K}-\lambda e^{\frac{2 \pi t}{\theta} \iota} I_{C(\Omega)}\right)\right)\left(\mathcal{K}-\lambda I_{C(\Omega)}\right),
$$

this projection is also a solution to the original equation, as required. Next, consider the system

$$
w_{0}=\alpha \beta_{\theta-1} \mathcal{K} w_{\theta-1}+\left(\xi_{0}^{*}\right)^{2}, \quad w_{t}=\alpha \beta_{t-1} \mathcal{K} w_{t-1}+\left(\xi_{t}^{*}\right)^{2} \quad \text { for all } 1 \leq t<\theta
$$

of second kind integral equations. Using the variation of constants formula,
$w_{t}:=a_{t} \lambda^{-t}\left(\sum_{r=0}^{\theta-t-1} a_{\theta-r} \lambda^{-r} \mathcal{K}^{t+r} \bar{w}+\sum_{r=\theta-t}^{\theta-1} a_{\theta-r} \lambda^{\theta-r} \mathcal{K}^{t+r-\theta} \bar{w}\right) \quad$ for all $0 \leq t<\theta$
provides a solution. Now define $\bar{\psi}_{t}:=\left(c_{2}+d_{2}\right) w_{t}-c_{2}\left(\xi_{t}^{*}\right)^{2}, 0 \leq t<\theta$; it is immediate that it satisfies (4.10). Finally, we compute

$$
\begin{aligned}
& \quad \sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left[D_{1}^{2} \mathcal{F}_{t}\left(0, \alpha^{*}\right) \xi_{t}^{*} \bar{\psi}_{t}\right](x) \mathrm{d} \mu(x) \\
& \stackrel{(5.7)}{=} \sum_{t=0}^{\theta-1} \int_{\Omega} \eta_{t+1}^{*}(x)\left(c_{2} \alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*} \bar{\psi}_{t}\right)\right](x)+d_{2}\left(\alpha^{*} \beta_{t}\right)^{2}\left[\mathcal{K} \xi_{t}^{*}\right](x)\left[\mathcal{K} \bar{\psi}_{t}\right](x)\right) \mathrm{d} \mu(x) \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega} c_{2} \alpha^{*} \beta_{t}\left[\mathcal{K} \eta_{t+1}^{*}\right](x) \xi_{t}^{*}(x)\left(\left(c_{2}+d_{2}\right) w_{t}(x)-c_{2}\left(\xi_{t}^{*}\right)^{2}(x)\right) \\
& \quad+d_{2} \eta_{t+1}^{*}(x) \xi_{t+1}^{*}(x) \alpha^{*} \beta_{t}\left[\mathcal{K}\left(\left(c_{2}+d_{2}\right) w_{t}-c_{2}\left(\xi_{t}^{*}\right)^{2}\right)\right](x) \mathrm{d} \mu(x) \\
& =\sum_{t=0}^{\theta-1} \int_{\Omega} \xi_{0}^{*}(x)^{2}\left(\left(c_{2}+d_{2}\right)^{2}\left(w_{t}(x)-\xi_{t}^{*}(x)^{2}\right)\right. \\
& \left.\quad+c_{2} d_{2}\left(\xi_{t}^{*}(x)-\alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*}\right)^{2}\right](x)\right)\right) \mathrm{d} \mu(x)
\end{aligned}
$$

$$
\begin{gathered}
=\sum_{t=0}^{\theta-1} \int_{\Omega} \xi_{0}^{*}(x)^{2}\left(\left(c_{2}+d_{2}\right)^{2} \lambda^{-t}\left(\sum_{r=0}^{t-1} a_{\theta+r-t} a_{r}+\sum_{r=t}^{\theta-1} a_{r} a_{r-t}\right)\left[\mathcal{K}^{t} \bar{w}\right](x)\right. \\
\left.-\left(c_{2}+d_{2}\right)^{2} \xi_{t}^{*}(x)^{2}+c_{2} d_{2}\left(\xi_{t+1}^{*}(x)^{2}-\alpha^{*} \beta_{t}\left[\mathcal{K}\left(\xi_{t}^{*}\right)^{2}\right](x)\right)\right) \mathrm{d} \mu(x),
\end{gathered}
$$

where the final line follows from a tedious-yet-elementary index manipulation that is left to the interested reader.

Remark 5.3. The above computations also apply to right-hand sides

$$
\mathcal{F}_{t}(u, \alpha)=\alpha \beta_{t} G\left(\int_{\Omega} f(\cdot, y, u(y)) \mathrm{d} \mu(y)\right)
$$

instead of (5.4) with the only exception that the expressions $c_{2}+d_{2}, c_{3}+d_{3}$ in (5.8)-(5.10) have to be replaced by $c_{2}+\lambda d_{2}, c_{3}+\lambda^{2} d_{3}$.

Let us next compare bifurcations from the trivial branch for such IDEs having the same growth function and the same kernel, first where growth precedes dispersal and second the other way around. Restricted to the cone of nonnegative continuous functions $C_{+}(\Omega)$, both classes have very simple dynamics. After the primary and transcritical bifurcation, all nontrivial solutions converge to a nonzero periodic solution in $C_{+}(\Omega)$ [25, Thm. 5.1]. Along this branch of globally attractive and positive solutions no further bifurcations occur (cf. Figs. 7 and 10). From the trivial branch, however, countably many branches bifurcate, but all of them consist of biologically meaningless functions with negative values (cf. Figs. 8, 9 and 11, 12).
5.2.3. Growth-dispersal Beverton-Holt equation. Consider a $\theta$-periodic scalar IDE $\left(\Delta_{\alpha}\right)$ with Hammerstein right-hand side

$$
\begin{equation*}
\mathcal{F}_{t}(u, \alpha):=\beta_{t} \int_{\Omega} k(\cdot, y) \frac{\alpha u(y)}{1+u(y)} \mathrm{d} \mu(y), \tag{5.12}
\end{equation*}
$$

defined on the open and convex domain $U_{t} \equiv\left\{u \in C(\Omega): \inf _{x \in \Omega} u(x)>-1\right\}$. It is of the form (5.4) with $G(z)=z, f(x, y, z)=k(x, y) \frac{z}{1+z}$ and thus

$$
G^{\prime}(z)=1, \quad \quad D_{3} f(x, y, z)=\frac{k(x, y)}{(1+z)^{2}}
$$

Given $u \in U, \alpha>0$, we obtain the partial derivatives

$$
\begin{aligned}
D_{1} \mathcal{F}_{t}(u, \alpha) v & =\beta_{t} \int_{\Omega} k(\cdot, y) \frac{\alpha v(y)}{(1+u(y))^{2}} \mathrm{~d} \mu(y), \\
D_{1} D_{2} \mathcal{F}_{t}(u, \alpha) v & =\beta_{t} \int_{\Omega} k(\cdot, y) \frac{v(y)}{(1+u(y))^{2}} \mathrm{~d} \mu(y), \quad D_{2}^{2} \mathcal{F}_{t}(u, \alpha)=0, \\
D_{1}^{2} \mathcal{F}_{t}(u, \alpha) v^{2} & =-2 \beta_{t} \int_{\Omega} k(\cdot, y) \frac{\alpha v(y)^{2}}{(1+u(y))^{3}} \mathrm{~d} \mu(y), \\
D_{1}^{3} \mathcal{F}_{t}(u, \alpha) v^{3} & =6 \beta_{t} \int_{\Omega} k(\cdot, y) \frac{\alpha v(y)^{3}}{(1+u(y))^{4}} \mathrm{~d} \mu(y) .
\end{aligned}
$$

Because ( $\Delta_{\alpha}$ ) possesses the trivial solution, they become

$$
\begin{aligned}
D_{1} \mathcal{F}_{t}(0, \alpha) v & =\alpha \beta_{t} \mathcal{K} v, & & D_{1}^{2} \mathcal{F}_{t}(0, \alpha) v^{2}=-2 \alpha \beta_{t} \mathcal{K} v^{2}, \\
D_{1} D_{2} \mathcal{F}_{t}(0, \alpha) v & =\beta_{t} \mathcal{K} v, & & D_{1}^{3} \mathcal{F}_{t}(0, \alpha) v^{3}=6 \alpha \beta_{t} \mathcal{K} v^{3}
\end{aligned}
$$

and $D_{2}^{2} \mathcal{F}_{t}(0, \alpha)=0$ for all $t \in \mathbb{Z}, v \in C(\Omega)$.


Figure 7. First critical values $\alpha_{i}^{0}$ for bifurcations from the trivial branch (left). Nontrivial branch $\phi_{0}^{0}$ of the primary transcritical bifurcation at $\alpha_{0}^{0} \approx 1.74$ for the Beverton-Holt growth-dispersal IDE with right-hand side (5.12), Laplace kernel (3.10) and $a=1$, $L=2$ (center). Total population over $\alpha \in[0,6]$ along $\phi_{0}^{0}$ (right)

If $\left(\lambda_{i}, \xi^{i}\right), i \in I$, is a simple eigenpair of $\mathcal{K}$ with $\int_{\Omega} \xi^{i}(x)^{2} \mathrm{~d} \mu(x)=1$, then $\left(Z_{1}\right)$ holds with the critical parameter $\alpha^{*}$ given by

$$
\alpha_{i}^{0}:=\frac{1}{\lambda_{i} \sqrt[\theta]{\beta_{\theta-1} \cdots \beta_{0}}}
$$

and so does the representation (5.7) with $c_{2}=-2, c_{3}=6, d_{2}=d_{3}=0$ (for this, see Rem. 5.1). We have

$$
\begin{aligned}
g_{11}(i)=\frac{\theta}{\alpha_{i}^{0}} \int_{\Omega} \xi^{i}(x)^{2} \mathrm{~d} \mu(x)>0, \quad g_{20}(i) & =-2\left(\sum_{t=0}^{\theta-1}\left(\alpha_{i}^{0} \lambda\right)^{t} \prod_{r=0}^{t} \beta_{r}\right) \int_{\Omega} \xi^{i}(x)^{3} \mathrm{~d} \mu(x), \\
g_{30}(i) & =6\left(\sum_{t=0}^{\theta-1}\left(\alpha_{i}^{0} \lambda\right)^{2 t} \prod_{r=0}^{t} \beta_{r}^{2}\right) \int_{\Omega} \xi^{i}(x)^{4} \mathrm{~d} \mu(x)
\end{aligned}
$$

for all $i \in I$ and $\bar{g}(i)$ can be calculated using the above and Prop. 5.5.
A further analysis needs an explicit knowledge of the eigenpairs of $\mathcal{K}$. For general kernels, this requires numerical methods from App. B. An exception is the convenient, yet realistic Laplace kernel (cf. [39, 47, 53]), whose eigenvalues are determined by a transcendental equation.

Example 5.4 (Laplace kernel). For $a, L>0, \Omega=\left[-\frac{L}{2}, \frac{L}{2}\right]$ and $\mu$ being the Lebesgue measure, consider again the Laplace kernel (3.10), which is symmetric and positive. It thus yields an operator $\mathcal{K} \in L\left(C\left[-\frac{L}{2}, \frac{L}{2}\right]\right)$ as desired with index set $I=\mathbb{N}_{0}$ and furthermore an even $\operatorname{IDE}\left(\Delta_{\alpha}\right)$. Rather than working with Prop. 5.1, the eigenpairs can be explicitly computed (cf. [47, Appendix 2]): If

- $\tan \left(\frac{a L}{2} \nu\right)=\frac{1}{\nu}$ has the positive solutions $\nu_{0}<\nu_{2}<\ldots$,
- $\cot \left(\frac{a L}{2} \nu\right)=-\frac{1}{\nu}$ has the positive solutions $\nu_{1}<\nu_{3}<\ldots$,
then $\sigma(\mathcal{K}) \backslash\{0\}=\left\{\lambda_{i} \in \mathbb{R}: i \in \mathbb{N}_{0}\right\} \subset(0,1)$ with the strictly decreasing sequence of simple eigenvalues $\lambda_{i}=\frac{1}{1+\nu_{i}^{2}}$ and the associate eigenfunctions

$$
\xi^{i}:\left[-\frac{L}{2}, \frac{L}{2}\right] \rightarrow \mathbb{R}, \quad \xi^{i}(x):= \begin{cases}\cos \left(a \nu_{i} x\right), & i \text { is even, } \quad \text { for all } i \in \mathbb{N}_{0} . \\ \sin \left(a \nu_{i} x\right), & i \text { is odd }\end{cases}
$$



Figure 8. Branch $\phi_{1}^{0}$ of the supercritical pitchfork bifurcation at $\alpha_{1}^{0} \approx 5.12$ for the Beverton-Holt growth-dispersal IDE with righthand side (5.12), Laplace kernel (3.10) and $a=1, L=2$ (left). Total population over $\alpha \in\left[\alpha_{1}^{0}, 7\right]$ along $\phi_{1}^{0}$ (right)

Also here the eigenvalues $\lambda_{i}$ depend only on the product $a L$, and not on $a, L$ individually. The associate eigenfunctions $\xi^{i}$ are even for even indices $i \in \mathbb{N}_{0}$ and odd for odd $i$. Finally we explicitly compute $\int_{-\frac{L}{2}}^{\frac{L}{2}} \xi^{i}(x)^{3} \mathrm{~d} x \neq 0$ for all even $i$.

Case $i$ is even: Prop. 5.3 and the preceding computations thus yield

$$
g_{20}(i)\left\{\begin{array}{l}
\neq 0 \text { for even } i \in \mathbb{N}_{0}, \\
=0 \text { for odd } i \in \mathbb{N}_{0},
\end{array} \quad g_{30}(i)>0 \quad \text { for all } i \in \mathbb{N}_{0}\right.
$$

Therefore, the trivial solution of $\left(\Delta_{\alpha}\right)$ with right-hand side (5.12) bifurcates transcritically into a $\theta$-periodic branch $\phi_{i}^{0}$ at the countably many critical parameters $\alpha_{i}^{0}$ for even $i$ (cf. Prop. 4.6).

Case $i$ is odd: One would suspect that for odd indices $i \in \mathbb{N}$, pitchfork bifurcations from the trivial branch take place at each $\alpha_{i}^{0}$. However, as $D_{1}^{2} \mathcal{F}_{t}\left(0, \alpha_{i}^{0}\right) \neq 0$ for all $t \in \mathbb{Z}$, our earlier comment about the difficulty of verifying a pitchfork bifurcation applies. On the other hand, the structure of the Laplace kernel (3.10) allows us to verify Prop. 5.5 explicitly. To do so, we begin with a useful remark: For any odd $i \in \mathbb{N}$, consider the corresponding eigenpair $\left(\frac{1}{1+\nu_{i}^{2}}, \sin \left(a \nu_{i} \cdot\right)\right)$ of $\mathcal{K}$. Suppressing the index $i$ for readability, we observe that as $\nu$ solves $\cot \left(\frac{a L}{2} \nu\right)=-\frac{1}{\nu}$, one has

$$
\frac{1}{\nu^{2}}=\cot \left(\frac{a L}{2} \nu\right)^{2}=\frac{\cos \left(\frac{a L}{2} \nu\right)^{2}}{\sin \left(\frac{a L}{2} \nu\right)^{2}}=\frac{1-\sin \left(\frac{a L}{2} \nu\right)^{2}}{\sin \left(\frac{a L}{2} \nu\right)^{2}}
$$

yielding $\sin \left(\frac{a L}{2} \nu\right)= \pm \frac{\nu}{\sqrt{1+\nu^{2}}}$ and $\cos \left(\frac{a L}{2} \nu\right)=\mp \frac{1}{\sqrt{1+\nu^{2}}}$, which allows for significant simplification of the upcoming calculations.

In order to find $\bar{w}$ from Prop. 5.5, we define for each $\zeta \in \mathbb{C}$ the differential respectively boundary operators

$$
\begin{aligned}
\mathfrak{d}_{\zeta}: C^{2}\left[-\frac{L}{2}, \frac{L}{2}\right] \rightarrow C\left[-\frac{L}{2}, \frac{L}{2}\right], & {\left[\mathfrak{d}_{\zeta} v\right](x):=v^{\prime \prime}(x)-a^{2}\left(1-\frac{\zeta}{\lambda}\right) v(x), } \\
\mathfrak{b}: C^{2}\left[-\frac{L}{2}, \frac{L}{2}\right] \rightarrow \mathbb{R}^{2}, & {[\mathfrak{b} v](x):=\left[\begin{array}{cc}
v^{\prime}\left(-\frac{L}{2}\right)-a v\left(-\frac{L}{2}\right) \\
v^{\prime}\left(\frac{L}{2}\right)+a v\left(\frac{L}{2}\right)
\end{array}\right] }
\end{aligned}
$$

The key to solving the periodic eigenvalue problem for the Laplace kernel (3.10) is the relation

$$
\mathfrak{d}_{0} \mathcal{K} v=-a^{2} v, \quad \quad \mathfrak{b} \mathcal{K} v=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \quad \text { for all } v \in C\left[-\frac{L}{2}, \frac{L}{2}\right]
$$

(cf. [28] for a similar approach). Applying this to (5.11) yields the linearly inhomogeneous $2 \theta$-th order differential equation

$$
\begin{equation*}
\mathfrak{d}_{0}^{\theta} \bar{w}=\left(-\frac{a^{2}}{\lambda}\right)^{\theta} \bar{w}+\mathfrak{d}_{0}^{\theta}\left(\xi_{0}^{*}\right)^{2} . \tag{5.13}
\end{equation*}
$$

Additionally, $\mathfrak{d}_{0} 1=-a^{2}$ and $\mathfrak{d}_{0} \cos (2 a \nu \cdot)=-a^{2} \tilde{\lambda}^{-1} \cos (2 a \nu \cdot)$, where $\tilde{\lambda}:=\frac{1}{1+4 \nu^{2}}$. From this, one may observe that $\tilde{w}(x):=B_{0}+B_{1} \cos (2 a \nu x)$ is a particular solution of (5.13), where

$$
B_{0}:=\frac{\lambda^{\theta}}{2 \lambda^{\theta}-2}, \quad \quad B_{1}:=\frac{\lambda^{\theta}}{2 \tilde{\lambda}^{\theta}-2 \lambda^{\theta}}
$$

Let $\zeta_{t}:=e^{2 \pi \iota \frac{t}{\theta}} \in \mathbb{C}$ denote the $\theta$-th roots of unity. Regarding the linearly homogeneous differential equation $\mathfrak{d}_{0}^{\theta} \bar{w}=\left(-\frac{a^{2}}{\lambda}\right)^{\theta} \bar{w}$, its characteristic polynomial has exactly the roots $\zeta_{0}, \ldots, \zeta_{\theta-1}$, and so if $Z_{t}:=\sqrt{\frac{\zeta_{t}}{\lambda}-1}$, then the general solutions are of the form

$$
x \mapsto \sum_{t=0}^{\theta-1}\left(C_{t} \cos \left(a Z_{t} x\right)+S_{t} \sin \left(a Z_{t} x\right)\right)
$$

with complex coefficients $C_{t}, S_{t}$ (cf. [3, p. 190, (14.5) Thm.]). Next, we note that

$$
\begin{aligned}
& \mathfrak{d}_{\zeta_{t}} \cos \left(a Z_{r} \cdot\right)=-a^{2} \frac{\zeta_{r}-\zeta_{t}}{\lambda} \cos \left(a Z_{r} \cdot\right), \quad \mathfrak{d}_{\zeta_{t}} \sin \left(a Z_{r} \cdot\right)=-a^{2} \frac{\zeta_{r}-\zeta_{t}}{\lambda} \sin \left(a Z_{r} \cdot\right), \\
& \mathfrak{d}_{\zeta_{t}} 1=-a^{2}\left(1-\frac{\zeta_{t}}{\lambda}\right), \quad \quad \mathfrak{d}_{\zeta_{t}} \cos (2 a \nu \cdot)=-a^{2}\left(\tilde{\lambda}^{-1}-\frac{\zeta_{t}}{\lambda}\right) \cos (2 a \nu \cdot)
\end{aligned}
$$

and in particular $\mathfrak{d}_{\zeta_{t}} \cos \left(a Z_{t} \cdot\right)=\mathfrak{d}_{\zeta_{t}} \sin \left(a Z_{t} \cdot\right)=0$. Making use of the identities

$$
\prod_{t=1}^{\theta-1}\left(1-\zeta_{t}\right)=\theta, \quad \quad \prod_{t=0}^{\theta-1}\left(p-\zeta_{t} q\right)=p^{\theta}-q^{\theta} \quad \text { for all } p, q \in \mathbb{C}
$$

suggests the boundary conditions

$$
\begin{aligned}
0 & =\mathfrak{b} \mathfrak{d}_{\zeta_{\theta-1}} \cdots \widehat{\mathfrak{d}_{\zeta_{t}}} \cdots \mathfrak{d}_{\zeta_{0}}\left(\bar{w}-\left(\xi_{0}^{*}\right)^{2}\right) \\
& =-a\left(-a^{2}\right)^{\theta-1}\left[\begin{array}{c}
\zeta_{t}^{\theta-1} \theta\left(C_{t} \tilde{C}_{t}-S_{t} \tilde{S}_{t}\right)-\tilde{B}_{t} \\
\zeta_{t}^{\theta-1} \theta\left(-C_{t} \tilde{C}_{t}-S_{t} \tilde{S}_{t}\right)+\tilde{B}_{t}
\end{array}\right] \quad \text { for all } 0 \leq t<\theta,
\end{aligned}
$$

where $\tilde{B}_{t}:=\frac{\left(2+\zeta_{t}-\lambda\right)(\lambda-1)}{\left(\zeta_{t}-\lambda\right)\left(\zeta_{t}-\lambda \tilde{\lambda}^{-1}\right)}$,

$$
\tilde{C}_{t}:=\cos \left(\frac{a L}{2} Z_{t}\right)-Z_{t} \sin \left(\frac{a L}{2} Z_{t}\right), \quad \tilde{S}_{t}:=Z_{t} \cos \left(\frac{a L}{2} Z_{t}\right)+\sin \left(\frac{a L}{2} Z_{t}\right)
$$

and the hat $\widehat{\cdot}$ denotes excluding the operator. We immediately obtain $S_{t} \tilde{S}_{t}=0$ for all $t \in \mathbb{Z}$. Moreover, $\tilde{B}_{t} \neq 0$ for all $t$, by e.g. writing out its real and imaginary parts, implying $C_{t} \tilde{C}_{t} \neq 0$ for all $t$. Thus follows $C_{t}=\frac{\zeta_{t} \tilde{B}_{t}}{\theta \tilde{C}_{t}}$, leaving the $S_{t}$ unspecified. We can therefore define the function

$$
\bar{w}(x):=B_{0}+B_{1} \cos (2 a \nu x)+\sum_{t=0}^{\theta-1} C_{t} \cos \left(a Z_{t} x\right)
$$

Since $\bar{w}$ is even, $z^{\prime}(\bar{w})=\int_{-L / 2}^{L / 2} \xi_{0}^{*}(x) \bar{w}(x) \mathrm{d} x=0$, showing that it is the requested unique $\bar{w} \in R\left(\mathcal{K}-\lambda I_{C(\Omega)}\right)$ from Prop. 5.5. As $\mathfrak{d}_{0} \cos \left(a Z_{t} \cdot\right)=-a^{2} \frac{\zeta_{t}}{\lambda} \cos \left(a Z_{t} \cdot\right)$ holds for all $t \in \mathbb{Z}$, returning to (5.11) leads to

$$
\mathcal{K}^{t} \bar{w}=B_{0}+\tilde{\lambda}^{t} B_{1} \cos (2 a \nu \cdot)+\lambda^{t} \sum_{r=0}^{\theta-1} \zeta_{r}^{-t} C_{r} \cos \left(a Z_{r} \cdot\right)
$$

Finally, we combine this with Prop. 5.5 to obtain the expression

$$
\begin{align*}
\bar{g}= & \left(c_{3}+d_{3}-3\left(c_{2}^{2}+c_{2} d_{2}+d_{2}^{2}\right)\right)\left(\frac{3 L}{8}+\frac{\lambda(5-2 \lambda)}{4 a}\right) \sum_{t=0}^{\theta-1} a_{t}^{2} \\
& +3 \frac{\left(c_{2}+d_{2}\right)^{2}}{4 a} \sum_{t=0}^{\theta-1}\left(\sum_{r=0}^{t-1} a_{\theta+r-t} a_{r}+\sum_{r=t}^{\theta-1} a_{r} a_{r-t}\right)\left(2 B_{0} \frac{a L+2 \lambda}{\lambda^{t}}\right. \\
& -B_{1}(a L+2 \lambda(3-2 \lambda))\left(\frac{\tilde{\lambda}}{\lambda}\right)^{t}-\frac{8(3-\lambda) \lambda}{\theta} \\
& \left.+8(1-\lambda) \sum_{r=1}^{\theta-1} C_{r} \zeta_{r}^{-t} \frac{\left(\lambda Z_{r}^{2}-2\right) \sin \left(\frac{a L}{2} Z_{r}\right)-2 \lambda Z_{r} \cos \left(\frac{a L}{2} Z_{r}\right)}{Z_{r}\left(\lambda\left(Z_{r}^{2}+4\right)-4\right)}\right) \\
& -3 c_{2} d_{2} \tilde{\lambda}^{2} \frac{36 \lambda^{4}-78 \lambda^{3}-16 \lambda^{2}+96 \lambda-32+a L(8-5 \lambda) \frac{\lambda}{\lambda}+\frac{8\left(\lambda^{2}-3 \lambda+2\right)^{2}}{e^{a L}}}{8 a \lambda^{3}} \sum_{t=0}^{\theta-1} a_{t} a_{t+1} \tag{5.14}
\end{align*}
$$

determining whether a super- or subcritical pitchfork bifurcation occurs.
This situation simplifies significantly in an autonomous setting, where $\theta=1$, $\beta_{0}=1$ and we additionally impose $c_{2} d_{2}=0$. Here, an elementary, albeit tedious, consequence of our assumptions and (5.14) yields

$$
\begin{equation*}
\bar{g}(i)=\left(c_{3}+d_{3}\right)\left(\frac{3 L}{8}+\frac{3+5 \nu_{i}^{2}}{4 a\left(1+\nu_{i}^{2}\right)^{2}}\right)-\left(c_{2}+d_{2}\right)^{2} \frac{\left(15 a L\left(1+\nu_{i}^{2}\right)^{3}+30+80 \nu_{i}^{2}+66 \nu_{i}^{4}\right)}{24 a\left(\nu_{i}+\nu_{i}^{3}\right)^{2}} \tag{5.15}
\end{equation*}
$$

and the following hold using Thm. 4.4 with Props 4.6, 4.7:

- $c_{3}+d_{3} \leq \frac{5\left(c_{2}+d_{2}\right)^{2}}{3} \Leftrightarrow \bar{g}(i)<0$, that is, a supercritical pitchfork bifurcation from the trivial branch takes place at each $\alpha_{i}^{0}$.
One obtains this by observing that $\bar{g}(i)<0$ if and only if

$$
\begin{equation*}
c_{3}+d_{3}<\frac{\left(c_{2}+d_{2}\right)^{2}}{3}\left(5+\frac{5}{\nu^{2}}+\frac{16 \nu^{2}}{3 a L\left(1+\nu^{2}\right)^{2}+6+10 \nu^{2}}\right) . \tag{5.16}
\end{equation*}
$$

As $\frac{\mathrm{d}}{\mathrm{d} \nu}\left(\cot \left(\frac{a L}{2} \nu\right)+\frac{1}{\nu}\right)=-\frac{a L}{2} \csc \left(\frac{a L}{2} \nu\right)-\frac{1}{\nu^{2}}<0$ wherever defined and

$$
\lim _{\nu \nearrow \frac{2 \pi i}{a L}}\left(\cot \left(\frac{a L}{2} \nu\right)+\frac{1}{\nu}\right)=-\infty, \quad \lim _{\nu \searrow \frac{2 \pi i}{a L}}\left(\cot \left(\frac{a L}{2} \nu\right)+\frac{1}{\nu}\right)=\infty
$$

it follows that $\cot \left(\frac{a L}{2} \nu\right)=-\frac{1}{\nu}$ possesses exactly one solution in each interval $\left(\frac{2 \pi i}{a L}, \frac{2 \pi(i+1)}{a L}\right)$. Hence, as $i \rightarrow \infty$, one has $\nu_{i} \rightarrow \infty$, and, as is easily verified, the right-hand side of (5.16) strictly monotonously decreases towards $\frac{5\left(c_{2}+d_{2}\right)^{2}}{3}$; thus, it is the largest number satisfying

$$
\frac{\left(c_{2}+d_{2}\right)^{2}}{3}\left(5+\frac{5}{\nu^{2}}+\frac{16 \nu^{2}}{3 a L\left(1+\nu^{2}\right)^{2}+6+10 \nu^{2}}\right)>\frac{5\left(c_{2}+d_{2}\right)^{2}}{3} \quad \text { for all odd } i \in \mathbb{N}_{0}
$$

- Conversely, if $c_{3}+d_{3}>\frac{5\left(c_{2}+d_{2}\right)^{2}}{3}$, then there is some odd $i_{0} \in \mathbb{N}$ so that a supercritical pitchfork bifurcation from the trivial branch takes place at $\alpha_{i}^{0}$ if $i<i_{0}$, while a subcritical pitchfork bifurcation takes place at $\alpha_{i}^{0}$ if $i>i_{0}$.
This readily results from the monotonicity of the right-hand side of (5.16).


Figure 9. Branch $\phi_{2}^{0}$ of the transcritical bifurcation at $\alpha_{2}^{0} \approx 12.73$ for the Beverton-Holt growth-dispersal IDE with right-hand side (5.12), Laplace kernel (3.10) and $a=1, L=2$ as part of a fold (left). Total population over parameters $\alpha \in[12.4,15]$ reflecting a fold in $\phi_{2}^{0}$ (right)

Conclusion of Ex. 5.4: Since $c_{2}=-2, c_{3}=6, d_{2}=d_{3}=0$ (cf. Rem. 5.1), one has $c_{3}+d_{3}=6 \leq \frac{20}{3}=\frac{5\left(c_{2}+d_{2}\right)^{2}}{3}$ and we can summarize:

- For every even $i \in \mathbb{N}_{0}$, a transcritical bifurcation of $\theta$-periodic solutions takes place at $\left(0, \alpha_{i}^{0}\right)$. Prop. 4.10 yields that until another bifurcation occurs along these nontrivial branches $\phi_{i}^{0}$, they each consist of only even functions. Due to Prop. 5.4, the trivial branch is exponentially stable for $\alpha<\alpha_{0}^{0}$, and unstable for $\alpha>\alpha_{0}^{0}$, with exponential stability being transferred to the nontrivial branch $\phi_{0}^{0}$ of $\theta$-periodic solutions (see Fig. 7 (center)). For $\alpha>\alpha_{0}^{0}$, this only biologically relevant branch consists of the nonnegative functions guaranteed by [25, Thm. 5.1]; for $\alpha<\alpha_{0}^{0}$ the functions $\phi_{0}^{0}(\alpha)$ have negative values.
- For every odd $i \in \mathbb{N}$ and $\theta=1$, a supercritical pitchfork bifurcation of fixed points takes place at $\left(0, \alpha_{i}^{0}\right)$. Prop. 4.10 yields that until another bifurcation occurs along these nontrivial branches $\phi_{i}^{0}$, they consist of "symmetric" pairs of branches yielding the same total population (see Fig. 8). This explains that the curve capturing the total population in Fig. 8 (right) appears to be a single line.
Globally, the branches $\phi_{i}^{0}, i \geq 2$ even (from transcritical bifurcations), appear to be part of supercritical folds (see Fig. 9 (right)), occurring at parameters $\alpha<\alpha_{i}^{0}$.
5.2.4. Dispersal-growth Beverton-Holt equation. Let us now focus on the $\theta$-periodic dispersal-growth $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ with right-hand side

$$
\begin{equation*}
\mathcal{F}_{t}(u, \alpha):=\frac{\alpha \beta_{t+1} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)}{1+\int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)} \tag{5.17}
\end{equation*}
$$

defined on $\left\{u \in C(\Omega): \inf _{x \in \Omega} \int_{\Omega} k(x, y) u(y) \mathrm{d} \mu(y)>-1\right\} \times(0, \infty)$. It is not of the form stipulated by (5.4), (5.7), but this problem can be circumvented as follows:

Rather than relying on Rem. 5.3, we apply the transformation $\bar{u}_{t}=\frac{1}{\alpha \beta_{t}} u_{t}$ leading to the modified IDE

$$
u_{t+1}=\overline{\mathcal{F}}_{t}\left(u_{t}, \alpha\right), \quad \overline{\mathcal{F}}_{t}(u, \alpha):=\frac{\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)}{1+\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)}
$$

| $i$ | $\alpha_{i}^{0}$ |
| :---: | ---: |
| 0 | 1.74 |
| 1 | 5.12 |
| 2 | 12.73 |
| 3 | 25.13 |
| 4 | 42.42 |




Figure 10. First critical values $\alpha_{i}^{0}$ for bifurcations from the trivial branch (left). Nontrivial branch $\phi_{0}^{0}$ of the primary transcritical bifurcation at $\alpha_{0}^{0} \approx 1.74$ for the Beverton-Holt dispersal-growth IDE with right-hand side (5.17), Laplace kernel (3.10) and $a=1$, $L=1$ (center). Total population over $\alpha \in[0,6]$ along $\phi_{0}^{0}$ (right)
whose right-hand side is defined on the sets

$$
U_{t} \equiv\left\{u \in C(\Omega): \inf _{x \in \Omega} \int_{\Omega} k(x, y) u(y) \mathrm{d} \mu(y)>-\frac{1}{\bar{\alpha} \beta_{t}}\right\}, \quad A=(0, \bar{\alpha})
$$

depending on a fixed real $\bar{\alpha}>0$. It is immediate that $\phi \in \ell_{\theta}$ solves $\left(\Delta_{\alpha}\right)$ if and only if $\bar{\phi} \in \ell_{\theta}$ solves $\left(\bar{\Delta}_{\alpha}\right)$ whenever both are defined. Now the right-hand side of ( $\bar{\Delta}_{\alpha}$ ) can be written as (5.4) with functions $G(z)=\frac{z}{1+z}, f(x, y, z)=k(x, y) z$ and hence

$$
G^{\prime}(z)=1, \quad \quad D_{3} f(x, y, z)=k(x, y)
$$

Given $u \in U_{t}, \alpha \in(0, \bar{\alpha})$, one has derivatives

$$
\begin{aligned}
D_{1} \overline{\mathcal{F}}_{t}(u, \alpha) v & =\frac{\alpha \beta_{t}}{\left(1+\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)\right)^{2}} \int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y), \\
D_{1} D_{2} \overline{\mathcal{F}}_{t}(u, \alpha) v & =\frac{\beta_{t}-\alpha \beta_{t}^{2} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)}{\left(1+\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)\right)^{3}} \int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y), \\
D_{1}^{2} \overline{\mathcal{F}}_{t}(u, \alpha) v^{2} & =-\frac{2\left(\alpha \beta_{t}\right)^{2}}{\left(1+\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)\right)^{3}}\left(\int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y)\right)^{2}, \\
D_{1}^{3} \overline{\mathcal{F}}_{t}(u, \alpha) v^{3} & =\frac{6\left(\alpha \beta_{t}\right)^{3}}{\left(1+\alpha \beta_{t} \int_{\Omega} k(\cdot, y) u(y) \mathrm{d} \mu(y)\right)^{4}}\left(\int_{\Omega} k(\cdot, y) v(y) \mathrm{d} \mu(y)\right)^{3}
\end{aligned}
$$

and along the trivial solution $\phi_{0}^{0}(\alpha) \equiv 0$ of $\left(\bar{\Delta}_{\alpha}\right)$ they simplify to

$$
\begin{aligned}
D_{1} \overline{\mathcal{F}}_{t}(0, \alpha) v & =\alpha \beta_{t} \mathcal{K} v, & D_{1}^{2} \overline{\mathcal{F}}_{t}(0, \alpha) v^{2}=-2\left(\alpha \beta_{t} \mathcal{K} v\right)^{2} \\
D_{1} D_{2} \overline{\mathcal{F}}_{t}(0, \alpha) v & =\beta_{t} \mathcal{K} v, & D_{1}^{3} \overline{\mathcal{F}}_{t}(0, \alpha) v^{3}=6\left(\alpha \beta_{t} \mathcal{K} v\right)^{3} \quad \text { for all } t \in \mathbb{Z}, v \in C(\Omega) .
\end{aligned}
$$

The earlier computations now hold with $c_{2}=c_{3}=0, d_{2}=-2, d_{3}=6$ (cf. Rem. 5.1). Indeed, for any eigenpair $\left(\lambda_{i}, \xi^{i}\right)$ of $\mathcal{K}$, choose $\bar{\alpha}$ such that $\frac{1}{\bar{\alpha}^{\theta}}<\lambda_{i}^{\theta} \beta_{0} \cdots \beta_{\theta-1}$, and observe that our previous computations of $g_{11}(i), g_{20}(i)$ and $\bar{g}(i)$ in (5.8), (5.9) and (5.14) respectively (5.15) remain unchanged.


Figure 11. Branch $\phi_{1}^{0}$ of the supercritical pitchfork bifurcation at $\alpha_{1}^{0} \approx 5.12$ for the Beverton-Holt dispersal-growth IDE with righthand side (5.17), Laplace kernel (3.10) and $a=1, L=2$ (left). Total population over $\alpha \in[5,6]$ along $\phi_{1}^{0}$ (right)


Figure 12. Branch $\phi_{2}^{0}$ of the transcritical bifurcation at $\alpha_{2}^{0} \approx$ 12.73 for the Beverton-Holt dispersal-growth IDE with right-hand side (5.17), Laplace kernel (3.10) and $a=1, L=2$ as part of a fold (left). Total population over parameters $\alpha \in[12,13]$ reflecting a fold in $\phi_{2}^{0}$ (right)

Example 5.5 (Laplace kernel). If we return to the Laplace kernel (3.10), then also $\left(\bar{\Delta}_{\alpha}\right)$ becomes an even IDE. One sees by choosing $\bar{\alpha}>\alpha_{i}^{0}$ that the bifurcation behavior of $\left(\bar{\Delta}_{\alpha}\right)$ at $\left(0, \alpha_{i}^{0}\right)$ is identical to that exhibited by the growth-dispersal IDE from Sect. 5.2.3. Moreover, it is clear that this behavior carries over to ( $\Delta_{\alpha}$ ). In particular, we again observe countably infinitely many bifurcations along the trivial branch, alternating between transcritical and supercritical pitchfork bifurcations, with all the same remarks as for Ex. 5.4, as Figs. 10-12 serve to illustrate.
5.3. Period doubling cascade. Our final example is the numerically most challenging one, because solution branches are not known beforehand and must be computed using path-following methods. In addition, even within the biologically relevant cone, it exhibits the most complex dynamical behavior so far.

We turn to autonomous scalar Ricker $\operatorname{IDEs}\left(\Delta_{\alpha}\right)$ with right-hand side

$$
\begin{equation*}
\mathcal{F}(u, \alpha):=\alpha \int_{\Omega} k(\cdot, y) u(y) e^{-u(y)} \mathrm{d} \mu(y) \tag{5.18}
\end{equation*}
$$



Figure 13. Schematic bifurcation diagrams: Branches of $\theta$-periodic solutions in the Beverton-Holt IDE having the right-hand sides $(5.12) /(5.17), \alpha \in[0,50]$ and the Laplace kernel (5.19) with $a=1, L=2$ (left), as well as IDE with right-hand side (5.18) and $\alpha \in[0,3000]$ (logarithmic axis) for the Gauß kernel (5.19) with $a=1, L=2$ (right). Fixed point branches are solid $(\theta=1)$, branches of 2-periodic solutions are dashed $(\theta=2)$ and 4 -periodic solutions are indicated by dotted lines $(\theta=4)$
on $U_{t} \equiv C(\Omega), A=(0, \infty)$. Solutions with different even periods were observed in [33, Sect. 5] experimentally and in [53, Fig. 10] based on path-following, while [4] discusses a dispersal-growth version of (5.18).

As Hammerstein operator, (5.18) fits in the framework of (5.4) with $G(z)=z$, $f(x, y, z)=k(x, y) z e^{-z}$ and $\beta_{t} \equiv 1$ on $\mathbb{Z}$. This yields the derivatives

$$
G^{\prime}(z)=1, \quad D_{3} f(x, y, z)=k(x, y)(1-z) e^{-z}
$$

Along the zero branch, we expect a behavior similar to what was observed above in Sect. 5.2.3. If $\left(\lambda, \xi^{*}\right)$ is a simple eigenpair of $\mathcal{K}$ and $\alpha^{*}=\frac{1}{\lambda}>0$, then (5.7) is satisfied and Rem. 5.1 yields $c_{2}=-2, c_{3}=3, d_{2}=d_{3}=0$. By Prop. 5.3 the condition $\int_{\Omega} \xi^{*}(x)^{3} \mathrm{~d} \mu(x) \neq 0$ is sufficient for a transcritical bifurcation at $\left(0, \frac{1}{\lambda}\right)$ - in particular, Prop. 5.4 yields a primary transcritical bifurcation with exchange of stability from the trivial branch at $\left(0, \frac{1}{r(\mathcal{K})}\right)$ - while verifying a pitchfork bifurcation in case $\int_{\Omega} \xi^{*}(x)^{3} \mathrm{~d} \mu(x)=0$ requires computation of $\bar{g}$, as outlined in Prop. 5.5.

Concerning bifurcations along the nontrivial branches, let us suppose that $\phi^{*}$ denotes a $\theta_{1}$-periodic solution of $\left(\Delta_{\alpha^{*}}\right)$ with right-hand side (5.18) and $\sigma_{\theta_{1}}\left(\alpha^{*}\right) \cap \mathbb{S}^{1}=$ $\{-1\}$ for some $\alpha^{*}>0$. Therefore, Thm. 3.2 shows that $\phi^{*}$ can be continued to a smooth branch $\phi: B_{\rho}\left(\alpha^{*}\right) \rightarrow C(\Omega)$ of $\theta_{1}$-periodic solutions $\phi(\alpha)$ to the autonomous $\operatorname{IDE}\left(\Delta_{\alpha}\right)$, where $\psi=\dot{\phi}\left(\alpha^{*}\right)$ is uniquely determined by (3.6). In order to detect bifurcations along this global branch $\phi$, we make use of the corresponding equation of perturbed motion ( $\tilde{\Delta}_{\alpha}$ ) and Rem. 4.2, which has the $\theta_{1}$-periodic right-hand sides

$$
\tilde{\mathcal{F}}_{t}(u, \alpha)=\alpha \int_{\Omega} k(\cdot, y)\left[\left(u(y)+\phi(\alpha)_{t}(y)\right) e^{-u(y)-\phi(\alpha)_{t}(y)}-\phi(\alpha)_{t}(y) e^{-\phi(\alpha)_{t}(y)}\right] \mathrm{d} \mu(y)
$$

and therefore the derivatives

$$
D_{1} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) v=-\alpha^{*} \int_{\Omega} k(\cdot, y)\left(\phi_{t}^{*}(y)-1\right) e^{-\phi_{t}^{*}(y)} v(y) \mathrm{d} \mu(y)
$$

| $i$ | $\alpha_{i}^{0}$ |
| :--- | ---: |
| 0 | 1.36 |
| 1 | 3.31 |
| 2 | 13.23 |
| 3 | 78.08 |
| 4 | 617.01 |




Figure 14. First critical values $\alpha_{i}^{0}$ for bifurcations from the trivial branch (left). The $\alpha$-dependence of the corresponding eigenvalues $\lambda_{i-1}^{0}(\alpha)$ (center). Primary transcritical bifurcation of the branch $\phi_{0}^{0}$ at $\alpha_{0}^{0} \approx 1.36$ for the Gauß kernel (5.19) with $a=1, L=2$ (right)

$$
\begin{aligned}
D_{1} D_{2} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) v & =\int_{\Omega} k(\cdot, y)\left[\left(1-\phi_{t}^{*}(y)\right) \psi_{t}(y)+\phi_{t}^{*}(y)\right] e^{-\phi_{t}^{*}(y)} v(y) \mathrm{d} \mu(y) \\
D_{1}^{2} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) v^{2} & =\alpha^{*} \int_{\Omega} k(\cdot, y)\left(\phi_{t}^{*}(y)-2\right) e^{-\phi_{t}^{*}(y)} v(y)^{2} \mathrm{~d} \mu(y) \\
D_{1}^{3} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right) v^{3} & =-\alpha^{*} \int_{\Omega} k(\cdot, y)\left(\phi_{t}^{*}(y)-3\right) e^{-\phi_{t}^{*}(y)} v(y)^{3} \mathrm{~d} \mu(y)
\end{aligned}
$$

and $D_{2}^{2} \tilde{\mathcal{F}}_{t}\left(0, \alpha^{*}\right)=0$ for $t \in \mathbb{Z}, v \in C(\Omega)$. In order to verify bifurcation conditions for period doublings, we choose $\theta=2 \theta_{1}$ and arrive at $1 \in \sigma_{\theta}\left(\alpha^{*}\right)$ (cf. Sect. 4.3).

A more detailed analysis is possible for particular kernels. The subsequent one is popular in applications, but requires numerical methods throughout. For this purpose, our simulations are based on Nyström discretizations (see App. B) of the integral operators involved. To validate them, the midpoint rule ( $N_{n}=100$ ), the trapezoidal rule ( $N_{n}=101$ ), as well as the Chebyshev rule $\left(N_{n}=100\right)$ are applied in order to compare the corresponding results. In any case, the simulations capture the behavior of the IDEs $\left(\Delta_{\alpha}\right)$ w.r.t. the measures $\mu_{n}$ given in App. B.

Example 5.6 (Gauß kernel). Let $a, L>0$ and $\Omega=\left[-\frac{L}{2}, \frac{L}{2}\right]$ be endowed with the Lebesgue measure. For the Gauß kernel

$$
\begin{equation*}
k(x, y):=\frac{a}{\sqrt{\pi}} e^{-a^{2}(x-y)^{2}} \tag{5.19}
\end{equation*}
$$

we conclude total positivity from [5, 7.I(b)]. Hence, by Prop. 5.1 its eigenvalues

$$
0<\ldots<\lambda_{i}<\ldots<\lambda_{1}<\lambda_{0}
$$

form a strictly decreasing sequence and are all simple, while Cor. 5.2 grants us that the eigenfunction $\xi^{i}$ corresponding to $\lambda_{i}, i \in \mathbb{N}_{0}$, alternates between being even or odd. Moreover, the resulting $\operatorname{IDE}\left(\Delta_{\alpha}\right)$ becomes even. The above Prop. 5.4 yields that the trivial branch loses stability to a transcritical bifurcation at the parameter $\alpha_{0}^{0}=\frac{1}{r(\mathcal{K})}>0$. Concerning the spectral radius, [6, Thm. 6.1] yields the estimate

$$
\frac{1}{2} \operatorname{erf}(a L) \leq r(\mathcal{K}) \leq 2 \operatorname{erf}\left(\frac{a L}{2}\right)
$$



Figure 15. First critical values $\alpha_{i}^{1}$ for bifurcations along the primary branch $\phi_{0}^{0}$ (left). The $\alpha$-dependence of the corresponding eigenvalues $\lambda_{i-1}^{1}(\alpha)$ for $\alpha \geq 0.1$ (center). Period doubling cascade for the Ricker IDE with right-hand side (5.18) and $\alpha \in[0,40]$ for the Gauß kernel (5.19) with $a=1, L=2$ (right)
with the error function $\operatorname{erf}(x):=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} \mathrm{~d} t$; this inclusion improves for small values of $a L>0$. At the countably many critical parameters $\alpha_{i}^{0}:=\frac{1}{\lambda_{i}}, i \in \mathbb{N}_{0}$, one has alternating transcritical and supercritical pitchfork bifurcations from the trivial solution (cf. Fig. 14). The first such values $\alpha_{i}^{0}$ are listed in Fig. 14 (left). However, as the eigenfunctions $\xi^{i}$ assume both negative and positive values for $i>0$, the bifurcations at these $\alpha_{i}^{0}$ do not lead to biologically relevant solutions, at least close to $\left(0, \alpha_{i}^{0}\right)$. Along the primary bifurcation branch $\phi_{0}^{0}$, which transcritically bifurcates from the trivial solution (see Fig. 14 (right)), one detects a strictly increasing sequence $\alpha_{i}^{1}>\alpha_{0}^{0}$ of critical parameter values yielding supercritical period doubling bifurcations (see Fig. 15 for the values (left) and the eigenvalue dependence on $\alpha$ (center)). These additional period doublings into unstable 2-periodic solutions distinguishes the spatial Ricker model (5.18) from its scalar counterpart $u_{t+1}=\alpha u_{t} e^{-u_{t}}$. In fact, there happens to be a period doubling cascade of positive functions as illustrated in Fig. 15 (right). A schematic diagram containing several bifurcations for $\left(\Delta_{\alpha}\right)$ with right-hand side (5.18) is given in Fig. 13 (right). In particular, period doublings can be observed along any branch $\phi_{i}^{0}, i \in \mathbb{N}$.
6. Concluding remarks and perspectives. First, we did not tackle stability properties of periodic solutions $\phi^{*}$ at critical parameter values $\alpha^{*}$, i.e. at bifurcation points. Such results require reduction to a - in our case - 1-dimensional $\theta$-periodic center manifold of $\left(\Delta_{\alpha^{*}}\right)$, and we refer to the manuscript [45] having a particular focus on these issues, where the time-dependence can even be aperiodic.

Second, this paper addressed simple Floquet multipliers crossing the stability boundary $\mathbb{S}^{1}$ at $\pm 1$ under parameter variation. The complementary situation of complex-conjugated pairs, leading to Neimark-Sacker bifurcations, is featured in the companion paper [1], where we provide conditions for bifurcations of discrete tori.

Our results allow some immediate generalizations and transfers, which were neglected here for the sake of an accessible and compact presentation:

- Both the habitats $\Omega$ and the measures $\mu$ in (3.2) can vary $\theta_{0}$-periodically in time, as long as they stay compact resp. finite. For general difference
equations acting on the space of measures, and their applications in population dynamics, we refer to [52].
- Although the examples in Sect. 5 were scalar $(d=1)$, our abstract results do apply to systems of IDEs like for instance predator-prey models [33, 1]. Another field of applications is the analysis of models capturing an age- or size-structure of a population $[10,11,17,18]$, which are additionally equipped with a spatial component (cf. [2, 38, 48]). The specific algebraic form of such structured models might simplify our assumptions and their concrete verification.
- Our tools are not restricted to IDEs in the space $C_{d}$ of $\mathbb{R}^{d}$-valued continuous functions on $\Omega$, but apply also to IDEs between $L^{p}\left(\Omega, \mathbb{R}^{d}\right)$ spaces, as

$$
\langle u, v\rangle:=\int_{\Omega}\langle u(x), v(x)\rangle \mathrm{d} \mu(x) \quad \text { for all } u \in L^{p^{\prime}}\left(\Omega, \mathbb{R}^{d}\right), v \in L^{p}\left(\Omega, \mathbb{R}^{d}\right)
$$

induces a duality pairing $\left\langle L^{p^{\prime}}\left(\Omega, \mathbb{R}^{d}\right), L^{p}\left(\Omega, \mathbb{R}^{d}\right)\right\rangle$ with $p>1, \frac{1}{p}+\frac{1}{p^{\prime}}=1$. Hence, only well-definedness and smoothness properties of the superposition and integral operators involved in (3.2) remain to be verified.
We point out that our assumptions require to evaluate integrals and to solve (systems of) integral equations. In case $\mu$ is the Lebesgue measure this necessitates numerical methods (e.g. [8, 9], [35, pp. 219ff]) to approximate integrals. The situation of a measure $\mu$ as in Ex. 3.1(2) allows a direct treatment and is therefore relevant in numerical discretizations, since integrals become weighted sums and the resulting linear equations can be solved exactly.

## Appendix A. Abstract bifurcation results with one-dimensional kernel.

 We review the necessary machinery from local bifurcation theory for index 0 Fredholm operators with one-dimensional kernel dating back to [19, 20]. While a fold bifurcation result can be found in standard references (cf. e.g. [32]), the subsequent Thm. A. 3 due to [36] is of more recent origin. It does not rely on the knowledge of a given solution branch, but includes the classical transcritical and pitchfork bifurcations as special cases. Moreover, the behavior of critical eigenvalues along bifurcation branches is studied.Suppose throughout that $X, Z$ are real Banach spaces and $U \subseteq X, A \subseteq \mathbb{R}$ denote nonempty open neighborhoods of $u^{*} \in X, \alpha^{*} \in \mathbb{R}$ in the respective spaces. We deal with $C^{m}$-mappings $G: U \times A \rightarrow Z, m \in \mathbb{N}$, vanishing at ( $u^{*}, \alpha^{*}$ ), i.e.

$$
\begin{equation*}
G\left(u^{*}, \alpha^{*}\right)=0 \tag{A.1}
\end{equation*}
$$

The pair $\left(u^{*}, \alpha^{*}\right)$ is called a bifurcation point of the abstract equation

$$
G(u, \alpha)=0
$$

whenever there exists a parameter sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ in $A$ having the limit $\alpha^{*}$ and distinct solutions $u_{n}^{1}, u_{n}^{2} \in U, n \in \mathbb{N}$, to $\left(O_{\alpha_{n}}\right)$ with $\lim _{n \rightarrow \infty} u_{n}^{1}=\lim _{n \rightarrow \infty} u_{n}^{2}=u^{*}$. Assume henceforth that $D_{1} G\left(u^{*}, \alpha^{*}\right) \in L(X, Z)$ is Fredholm of index 0 and

$$
\begin{equation*}
N\left(D_{1} G\left(u^{*}, \alpha^{*}\right)\right)=\operatorname{span}\left\{\xi^{*}\right\} \tag{A.2}
\end{equation*}
$$

holds for some $\xi^{*} \in X \backslash\{0\}$. There exists, for instance by the Hahn-Banach theorem, a continuous functional $z^{\prime} \in Z^{\prime}$ and a (fixed) closed subspace $X_{1} \subseteq X$ with

$$
\begin{equation*}
N\left(z^{\prime}\right)=R\left(D_{1} G\left(u^{*}, \alpha^{*}\right)\right), \quad X=N\left(D_{1} G\left(u^{*}, \alpha^{*}\right)\right) \oplus X_{1} \tag{A.3}
\end{equation*}
$$

Lemma A. 1 (cf. [15, p. 38, Prop. 3.6.1]). Suppose that $X \subseteq Z$ with the embedding operator $J$ satisfying

$$
\begin{equation*}
J \in L(X, Z) \tag{A.4}
\end{equation*}
$$

If there is an open neighborhood $S \subseteq \mathbb{R}$ of 0 and a $C^{m-1}$-mapping $\left[\begin{array}{c}\gamma \\ \alpha\end{array}\right]: S \rightarrow U \times A$ satisfying $G(\gamma(s), \alpha(s)) \equiv 0$ on $S$ and $\left[\begin{array}{l}\gamma \\ \alpha\end{array}\right](0)=\left[\begin{array}{c}u^{*} \\ \alpha^{*}\end{array}\right]$, then there exist a $\rho>0$ with $(-\rho, \rho) \subseteq S$ and a $C^{m-1}$-curve $\left[\begin{array}{l}\xi \\ \lambda\end{array}\right]:(-\rho, \rho) \rightarrow X \times \mathbb{C}$ so that $\left[\begin{array}{l}\xi \\ \lambda\end{array}\right](0)=\left[\begin{array}{c}\xi^{*} \\ 0\end{array}\right]$ and

$$
D_{1} G(\gamma(s), \alpha(s)) \xi(s) \equiv \lambda(s) J \xi(s), \quad z^{\prime}(J \xi(s)) \equiv 1 \quad \text { on }(-\rho, \rho) \quad\left(E_{\Gamma}\right)
$$

hold. Moreover, each $\lambda(s) \in \mathbb{C}$ is a simple eigenvalue of $D_{1} G(\gamma(s), \alpha(s)) \in L(X, Z)$ and uniquely determined in a neighborhood of 0 .

It is handy to abbreviate $G_{i j}:=D_{1}^{i} D_{2}^{j} G\left(u^{*}, \alpha^{*}\right)$ and $g_{i j}:=z^{\prime}\left(G_{i j}\left(\xi^{*}\right)^{i}\right)$ for every $i, j \in \mathbb{N}_{0}, i+j \leq m$. We now formulate the basic bifurcation results:

Theorem A. 2 (abstract fold bifurcation, [32, p. 12, Thm. I.4.1 and p. 29, (I.7.30)]). If (A.1), (A.2) and $g_{01} \neq 0$ hold, then there exist $\varepsilon>0$, open convex neighborhoods $S \subseteq \mathbb{R}$ of $0, A_{0} \subseteq A$ of $\alpha^{*}$ so that $\left\{(u, \alpha) \in B_{\varepsilon}\left(u^{*}\right) \times A_{0}: G(u, \alpha)=0\right\}=\Gamma$, where $\Gamma=\left[\begin{array}{l}\gamma \\ \alpha\end{array}\right](S)$ and $\left[\begin{array}{l}\gamma \\ \alpha\end{array}\right]: S \rightarrow B_{\varepsilon}\left(u^{*}\right) \times A_{0}$ is a $C^{m}$-curve satisfying

$$
\gamma(0)=u^{*}, \quad \alpha(0)=\alpha^{*}, \quad \dot{\gamma}(0)=\xi^{*}, \quad \dot{\alpha}(0)=0
$$

Furthermore, in case $m \geq 2$ and $g_{20} \neq 0$, the pair $\left(u^{*}, \alpha^{*}\right)$ is a bifurcation point of $\left(O_{\alpha}\right)$, one has $\ddot{\alpha}(0)=-\frac{g_{20}}{g_{01}}$ and
(a) if $\frac{g_{20}}{g_{01}}<0$, then $\#\left\{u \in B_{\varepsilon}\left(u^{*}\right): G(u, \alpha)=0\right\}= \begin{cases}0, & \alpha<\alpha^{*}, \\ 1, & \alpha=\alpha^{*}, \\ 2, & \alpha>\alpha^{*},\end{cases}$
(b) if $\frac{g_{20}}{g_{01}}>0$, then $\#\left\{u \in B_{\varepsilon}\left(u^{*}\right): G(u, \alpha)=0\right\}= \begin{cases}0, & \alpha>\alpha^{*}, \\ 1, & \alpha=\alpha^{*}, \\ 2, & \alpha<\alpha^{*},\end{cases}$
(c) if additionally (A.4) holds, then the solution of $\left(E_{\Gamma}\right)$ satisfies $\dot{\lambda}(0)=g_{20}$.

The classical Crandall-Rabinowitz result, e.g. [19, Thm. 1], [32, p. 18, Thm. I.5.1], is prototypical for further bifurcation phenomena. However, it requires a constant solution branch $G\left(u^{*}, \alpha\right) \equiv 0$ on $A$ or the a priori knowledge of a smooth solution branch. Here, we weaken this to the local assumption

$$
\begin{equation*}
D_{2} G\left(u^{*}, \alpha^{*}\right)=0 \tag{A.5}
\end{equation*}
$$

supplemented by a transversality condition, which guarantees that $G^{-1}(0)$ consists of two intersecting curves, one of them tangential to the $\alpha$-axis in $\left(u^{*}, \alpha^{*}\right)$ :

Theorem A. 3 (abstract crossing curve bifurcation). Let $m \geq 2$. If beyond (A.1), (A.2) and (A.5) also the transversality conditions

$$
g_{11} \neq 0, \quad g_{02}=0
$$

hold, then there exist $\varepsilon>0$, open convex neighborhoods $S \subseteq \mathbb{R}$ of 0 and $A_{0} \subseteq A$ of $\alpha^{*}$ such that $\left\{(u, \alpha) \in B_{\varepsilon}\left(u^{*}\right) \times A_{0}: G(u, \alpha)=0\right\}=\Gamma_{1} \cup \Gamma_{2}$, where the branches $\Gamma_{1}=\left[\begin{array}{l}\gamma_{1} \\ \alpha_{1}\end{array}\right](S), \Gamma_{2}=\left[\begin{array}{c}\gamma_{2} \\ \alpha_{2}\end{array}\right](S)$ have the following properties:
(a) $\left[\begin{array}{c}\gamma_{1} \\ \alpha_{1}\end{array}\right]: S \rightarrow B_{\varepsilon}\left(u^{*}\right) \times A_{0}$ is a $C^{m-1}$-curve satisfying

$$
\gamma_{1}(0)=u^{*}, \quad \alpha_{1}(s)=\alpha^{*}+s, \quad \dot{\gamma}_{1}(0)=0
$$

(b) $\left[\begin{array}{l}\gamma_{2} \\ \alpha_{2}\end{array}\right]: S \rightarrow B_{\varepsilon}\left(u^{*}\right) \times A_{0}$ is a $C^{m-1}$-curve satisfying

$$
\begin{equation*}
\gamma_{2}(s)=u^{*}+s \xi^{*}+\tilde{\gamma}_{2}(s), \quad \alpha_{2}(s)=\alpha^{*}-\frac{g_{20}}{2 g_{11}} s+\tilde{\alpha}_{2}(s) \tag{A.7}
\end{equation*}
$$

and $\tilde{\gamma}_{2}: S \rightarrow X_{1}, \tilde{\alpha}_{2}: S \rightarrow \mathbb{R}$ are $C^{m-2}$-functions fulfilling

$$
\tilde{\gamma}_{2}(0)=\dot{\tilde{\gamma}}_{2}(0)=0, \quad \quad \tilde{\alpha}_{2}(0)=\dot{\tilde{\alpha}}_{2}(0)=0
$$

(c) if additionally (A.4) holds, then the solution of $\left(E_{\Gamma_{1}}\right)$ satisfies $\dot{\lambda}(0)=g_{11}$.

Proof. Referring to [36, Cor. 2.3], it only remains to establish (c). For that purpose, we obtain from Lemma A. 1 that the simple eigenvalue 0 of $D_{1} G\left(u^{*}, \alpha^{*}\right)$ is embedded into a $C^{1}$-curve $\lambda:(-\rho, \rho) \rightarrow \mathbb{C}$ satisfying $\left(E_{\Gamma_{1}}\right)$. If we differentiate $\left(E_{\Gamma_{1}}\right)$ on the interval $(-\rho, \rho)$, then $z^{\prime}(J \dot{\xi}(s)) \equiv 0$ and

$$
\begin{align*}
\dot{\lambda}(s) J \xi(s) \equiv & D_{1}^{2} G\left(\gamma_{1}(s), \alpha_{1}(s)\right) \dot{\gamma}_{1}(s) \xi(s)+\dot{\alpha}_{1}(s) D_{1} D_{2} G\left(\gamma_{1}(s), \alpha_{1}(s)\right) \xi(s) \\
& +D_{1} G\left(\gamma_{1}(s), \alpha_{1}(s)\right) \dot{\xi}(s)-\lambda(s) J \dot{\xi}(s) \tag{A.8}
\end{align*}
$$

follows. Setting $s=0$ now implies $\dot{\lambda}(0) J \xi^{*} \stackrel{(\text { A.6) }}{=} G_{11} \xi^{*}+G_{10} \dot{\xi}(0)$. Applying the functional $z^{\prime}$ in combination with (A.3) yields the desired $\dot{\lambda}(0)=z^{\prime}\left(G_{11} \xi^{*}\right)$.

Further information on the branch $\Gamma_{2}$ is provided next:
Corollary A. 4 (abstract transcritical bifurcation). In case $g_{20} \neq 0$, then

$$
\#\left\{u \in B_{\varepsilon}\left(u^{*}\right): G(u, \alpha)=0\right\}= \begin{cases}1, & \alpha=\alpha^{*} \\ 2, & \alpha \neq \alpha^{*}\end{cases}
$$

If additionally (A.4) holds, then the solution of $\left(E_{\Gamma_{2}}\right)$ satisfies $\dot{\lambda}(0)=\frac{g_{20}}{2}$.
Proof. From $z^{\prime}\left(G_{20}\left(\xi^{*}\right)^{2}\right)=g_{20} \neq 0$ follows $\dot{\alpha}_{2}(0) \neq 0$, and the assertion on the local solution structure of $\left(O_{\alpha}\right)$ results with Thm. A.3. As in the proof of Thm. A.3, we obtain the identity (A.8) with $\Gamma_{2}$ instead of $\Gamma_{1}$, and for $s=0$ results

$$
\dot{\lambda}(0) J \xi^{*} \stackrel{(\mathrm{~A} .7)}{=} G_{20}\left(\xi^{*}\right)^{2}-\frac{g_{20}}{2 g_{11}} G_{11} \xi^{*}+G_{10} \dot{\xi}(0), \quad z^{\prime}(J \dot{\xi}(0))=0
$$

We apply the functional $z^{\prime}$, and thus $\dot{\lambda}(0)=g_{20}-\frac{g_{20}}{2 g_{11}} g_{11}=\frac{g_{20}}{2}$ holds.
We point out that the degenerate case $g_{20}=z^{\prime}\left(G_{20}\left(\xi^{*}\right)^{2}\right)=0$ yields the inclusion $G_{20}\left(\xi^{*}\right)^{2} \in R\left(G_{10}\right)$. Due to $X_{1}=N\left(G_{10}\right)^{\perp}$, the linear-inhomogeneous equation

$$
\begin{equation*}
G_{10} \bar{\psi}+G_{20}\left(\xi^{*}\right)^{2}=0 \tag{A.9}
\end{equation*}
$$

possesses a unique solution $\bar{\psi} \in X_{1}$, which is crucial for
Corollary A. 5 (abstract pitchfork bifurcation). In case $m \geq 3$ and

$$
g_{20}=0, \quad g_{30}+3 z^{\prime}\left(G_{20} \xi^{*} \bar{\psi}\right) \neq 0
$$

hold, then one has $\ddot{\alpha}_{2}(0)=-\frac{g_{30}+3 z^{\prime}\left(G_{20} \xi^{*} \bar{\psi}\right)}{3 g_{11}}, \ddot{\gamma}_{2}(0)=\bar{\psi}$ and:
(a) If $\ddot{\alpha}_{2}(0)>0$, then $\#\left\{u \in B_{\varepsilon}\left(u^{*}\right): G(u, \alpha)=0\right\}= \begin{cases}1, & \alpha \leq \alpha^{*}, \\ 3, & \alpha>\alpha^{*},\end{cases}$
(b) if $\ddot{\alpha}_{2}(0)<0$, then $\#\left\{u \in B_{\varepsilon}\left(u^{*}\right): G(u, \alpha)=0\right\}= \begin{cases}3, & \alpha<\alpha^{*}, \\ 1, & \alpha \geq \alpha^{*},\end{cases}$
(c) if additionally (A.4) holds, then the solution of $\left(E_{\Gamma_{2}}\right)$ satisfies $\dot{\lambda}(0)=0$ and $\ddot{\lambda}(0)=\frac{2}{3} g_{30}+2 z^{\prime}\left(G_{20} \xi^{*} \bar{\psi}\right)$.

| rule | nodes $\eta_{j}$ | weights $w_{j}$ | $r$ | $N_{n}$ |
| ---: | :---: | :---: | :---: | :---: |
| midpoint | $a+h\left(j-\frac{1}{2}\right)$ | $h$ | 2 | $n$ |
| trapezoidal | $a+h(j-1)$ | $\frac{h}{2}$ for $j \in\{1, n+1\}$ | 2 | $n+1$ |
|  | $a+\left(j-\frac{\sqrt{3}+1}{2 \sqrt{3}}\right) h$ for $j \leq n$ | $h$ else |  |  |
| Chebyshev | $a+\left(j-n+\frac{\sqrt{3}-1}{2 \sqrt{3}}\right) h$ for $n<j$ | $\frac{h}{2}$ | 4 | $2 n$ |
|  | $a+(j)$ |  |  |  |

Table 2. Quadrature rules (B.1) with $h:=\frac{b-a}{n}$

Proof. Thm. A. 3 yields the claim except the following:
(I) The expression for $\ddot{\alpha}_{2}(0)$ is shown in [49, (4.6)]. In order to compute $\ddot{\gamma}_{2}(0)$, let us differentiate $G\left(\gamma_{2}(s), \alpha_{2}(s)\right) \equiv 0$ and $z^{\prime}\left(\tilde{\gamma}_{2}(s)\right) \equiv 0$ on $S$ twice in $s=0$; this identity holds due to the construction of the solution branch and $\tilde{\gamma}_{2}(s) \in R\left(G_{10}\right)=$ $N\left(z^{\prime}\right)$ for every $s \in S$. Indeed, $z^{\prime}\left(\ddot{\tilde{\gamma}}_{2}(0)\right)=z^{\prime}\left(\ddot{\gamma}_{2}(0)\right)=0$ shows that $\ddot{\gamma}_{2}(0) \in R\left(G_{10}\right)$, while $G_{20}\left(\xi^{*}\right)^{2}+G_{10} \ddot{\gamma}_{2}(0)=0$ holds and implies $\ddot{\gamma}_{2}(0)=\bar{\psi}$, as $\bar{\psi}$ is the unique solution of (A.9) in $R\left(G_{10}\right)$.
(II) It results from Cor. A. 4 that $\dot{\lambda}(0)=0$. Concerning the second derivative, we differentiate $\left(E_{\Gamma_{2}}\right)$ twice in $s=0$ and apply the functional $z^{\prime}$ in order to arrive at

$$
\begin{aligned}
& \ddot{\lambda}(0)=z^{\prime}\left(G_{30} \dot{\gamma}_{2}(0) \dot{\gamma}_{2}(0) \xi^{*}\right)+2 \dot{\alpha}_{2}(0) z^{\prime}\left(G_{21} \dot{\gamma}_{2}(0) \xi^{*}\right)+z^{\prime}\left(G_{20} \ddot{\gamma}_{2}(0) \xi^{*}\right) \\
& +3 z^{\prime}\left(G_{20} \dot{\gamma}_{2}(0) \dot{\xi}(0)\right)+\dot{\alpha}_{2}(0)^{2} z^{\prime}\left(G_{12} \xi^{*}\right)+2 \dot{\alpha}_{2}(0) z^{\prime}\left(G_{11} \dot{\xi}(0)\right)+\ddot{\alpha}_{2}(0) z^{\prime}\left(G_{11} \xi^{*}\right)
\end{aligned}
$$

making use of $z^{\prime}(J \dot{\xi}(0))=z^{\prime}(J \ddot{\xi}(0))=0$. First, as in [32, p. 28, (I.7.27)], one shows that $\dot{\xi}(0)=\ddot{\gamma}_{2}(0)=\bar{\psi}$, and second, using the above expressions for $\ddot{\gamma}_{2}, \ddot{\alpha}_{2}$ and (A.7) together with $g_{20}=0$ implying $\dot{\alpha}_{2}(0)=0$ yields

$$
\ddot{\lambda}(0)=g_{30}+3 z^{\prime}\left(G_{20} \xi^{*} \bar{\psi}\right)-\frac{g_{30}+3 z^{\prime}\left(G_{20} \xi^{*} \bar{\psi}\right)}{3 g_{11}} g_{11}=\frac{2}{3} g_{30}+2 z^{\prime}\left(D_{1}^{2} G\left(u^{*}, \alpha^{*}\right) \xi^{*} \bar{\psi}\right)
$$

as desired.

Appendix B. Nyström methods and numerical algorithms. Our simulations in Sect. 5 rely on Nyström discretizations of IDEs over compact sets $\Omega \subset \mathbb{R}^{\kappa}$. This classical approach (see e.g. [9, pp. 100ff], [35, pp. 219ff]) approximates integrals by quadrature (in dimension $\kappa=1$ ) or cubature ( $\kappa>1$ ) formulas

$$
\begin{equation*}
\int_{\Omega} u(y) \mathrm{d} y=\sum_{j=1}^{N_{n}} w_{j} u\left(\eta_{j}\right)+e_{n}(u) \tag{B.1}
\end{equation*}
$$

with weights $w_{j}>0$, nodes $\eta_{j} \in \Omega$ and an error term $e_{n}(u)=O\left(\frac{1}{n^{r}}\right)$ as $n \rightarrow \infty$, where $r>0$ denotes the convergence rate of the method. Higher order methods require smooth integrands $u$. Simple examples of composite quadrature formulas over $\Omega=[a, b]$ are given in Tab. 2 (cf. [23, pp. 361ff $]$ ). Furthermore, we refer to [23, pp. 406 ff$]$ for various cubature rules over different domains in $\mathbb{R}^{\kappa}, \kappa>1$.

The IDEs $\left(\Delta_{\alpha}\right)$ are based on abstract integrals with finite measures $\mu$ (cf. (3.2)). The Lebesgue measure $\mu=\lambda_{\kappa}$ over $\Omega$ is typically used in models [33, 39, 40, 47, 53], but also the measure $\mu_{n}\left(\Omega_{n}\right):=\sum_{\eta \in \Omega_{n}} w_{\eta}$ on finite subsets $\Omega_{n} \subset \Omega$ consisting of the nodes $\eta_{j}$ in (B.1) fits into our framework (see Ex. 3.1(2)). Thus, our bifurcation theory from Sect. 4 applies to Nyström discretizations as well by choosing the measure $\mu_{n}$ in (3.2).

In doing so, for implementations we represent functions $u: \Omega_{n} \rightarrow \mathbb{R}$ as vectors $v \in \mathbb{R}^{N_{n}}$ via $v(j):=u\left(\eta_{j}\right)$ for $1 \leq j \leq N_{n}$. Then the bilinear form (3.1) becomes

$$
\langle v, \bar{v}\rangle_{n}=\sum_{j=1}^{N_{n}} w_{j} v(j) \bar{v}(j) \quad \text { for all } v, \bar{v} \in \mathbb{R}^{N_{n}}
$$

the right-hand sides (3.2) turn into

$$
\mathcal{F}_{t}^{n}: \mathbb{R}^{N_{n}} \times A \rightarrow \mathbb{R}^{N_{n}}, \quad \mathcal{F}_{t}^{n}(v, \alpha)=\left(G_{t}\left(\eta_{i}, \sum_{j=1}^{N_{n}} w_{j} f_{t}\left(\eta_{i}, \eta_{j}, v(j), \alpha\right), \alpha\right)\right)_{i=1}^{N_{n}}
$$

and conveniently abbreviating $H_{i}^{n}:=D_{2} G_{t}\left(\eta_{i}, \sum_{j=1}^{N_{n}} w_{j} f_{t}\left(\eta_{i}, \eta_{j}, \phi^{*}(j), \alpha\right), \alpha\right)$, the $N_{n} \times N_{n}$-matrix acting as

$$
D_{1} \mathcal{F}_{t}^{n}\left(\phi^{*}, \alpha\right) v=\left(H_{i}^{n} \sum_{j=1}^{N_{n}} w_{j} D_{3} f_{t}\left(\eta_{i}, \eta_{j}, \phi^{*}(j), \alpha\right) v(j)\right)_{i=1}^{N_{n}} \quad \text { for all } v \in \mathbb{R}^{N_{n}}
$$

is the derivative (3.4) in case $\mu=\mu_{n}$.
Given this, we employ the $\theta$-periodic difference equation

$$
\begin{equation*}
v_{t+1}=\mathcal{F}_{t}^{n}\left(v_{t}, \alpha\right) \tag{B.2}
\end{equation*}
$$

in $\mathbb{R}^{N_{n}}$ to approximate solutions $\phi_{t} \in C(\Omega)$ of $\left(\Delta_{\alpha}\right)$ equipped with the Lebesgue measure $\mu=\lambda_{\kappa}$, in terms of $v_{t}(j) \approx \phi_{t}\left(\eta_{j}\right)$. Then, for a fixed parameter $\alpha \in A$,

- $\theta$-periodic solutions $\phi^{*}$ of $\left(\Delta_{\alpha}\right)$ are the zeros of the nonlinear operator $G(\cdot, \alpha)$ from (2.1), where we replace $\mathcal{F}_{t}$ by $\mathcal{F}_{t}^{n}$. This requires to solve a nonlinear equation in $\mathbb{R}^{\theta N_{n}}$, for which we use the Newton solver nsoli from [31]. Thanks to [55], this process preserves the convergence rate of quadrature schemes, i.e. one obtains $\max _{j=1}^{N_{n}}\left|v_{t}(j)-\phi_{t}^{*}\left(\eta_{j}\right)\right|=O\left(\frac{1}{n^{r}}\right)$.
- The computation of Floquet multipliers to periodic solutions is based on the derivatives $D_{1} G\left(\phi^{*}, \alpha\right)$ given in (2.2). Suitable methods for the resulting cyclic block matrices in $\mathbb{R}^{\theta N_{n} \times \theta N_{n}}$ are described in [54, p. 291ff, Chap. 8]. Furthermore, convergence results for the eigenpairs when replacing the Fréchet derivatives $D_{1} \mathcal{F}_{t}$ by $D_{1} \mathcal{F}_{t}^{n}$ are due to [7].
Our numerical bifurcation analysis itself requires to detect and to continue solution branches along the real bifurcation parameter $\alpha \in A$. We suggest to achieve this using the pseudo-code from Alg. 1, where $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product.
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