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Abstract

Invariant fiber bundles are the generalization of invariant manifolds from discrete
dynamical systems (mappings) to non-autonomous difference equations. In this
paper we present a self-contained proof of their existence and smoothness. Our main
result generalizes the so-called “Hadamard-Perron-Theorem” for time-dependent
families of pseudo-hyperbolic mappings from the finite-dimensional invertible to the
infinite-dimensional non-invertible case.
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1 Introduction

While invariant manifolds play a vital role in the theory of dynamical systems, for many
important questions the (classical) notion of invariant manifold (for a rest point) is too nar-
row. In fact, the study of any non-stationary (e.g. non-periodic or chaotic) phenomenon is
an intrinsically time-variant matter which involves families of manifolds whose members
change in time. In this context, the notion of invariant fiber bundle has proved to be
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2 1 INTRODUCTION

a proper generalization of invariant manifold. Fundamental results concerning invariant
fiber bundles can be found in Katok & Hasselblatt [14, pp. 242-243, Theorem 6.2.8]
and Aulbach [3]. Some of the applications demonstrating the relevance of the time-
dependance inherent in invariant fiber bundles concern invariant manifolds of hyperbolic
sets (cf. Katok & Hasselblatt [14, pp. 266-268, Theorem 6.4.9]), invariant foliations
(cf. Aulbach & Wanner [7]) and the dynamics near “weakly non-stationary” invari-
ant manifolds (cf. Aulbach & Pötzsche [6]). Also the study of invariant manifolds
of continuous-time dynamical systems via discretization methods with variable step-size
leads to non-autonomous difference equations with invariant fiber bundles (cf. Aulbach
& Garay [4] and Keller [15]).

In this paper we want to overcome some of the restrictions appearing in the fundamental
results mentioned above. In Katok & Hasselblatt [14] the systems under considera-
tion are supposed to be finite-dimensional and invertible, while the invariant fiber bundles
in Aulbach [3] are only proved to be Lipschitz continuous. In the present paper we gen-
eralize those results by proving the existence of smooth invariant fiber bundles for systems
of non-autonomous difference equations whose right-hand sides may be non-invertible and
whose state spaces may be infinite-dimensional. This opens – at least in principle – the
view to applications to partial differential equations.

From a technical point of view the present paper can be seen as a continuation of Aulbach
[3] where the existence and global Lipschitz continuity of invariant fiber bundles for a gen-
eral class of non-autonomous, non-invertible, pseudo-hyperbolic difference equations have
been proved. The existence result in [3] is contained in our main theorem (Theorem 4.11),
but we additionally prove the differentiability of the fiber bundles. Moreover we use a
slightly different construction of the fiber bundles which does not rely on the discrete Gron-
wall lemma (cf. Aulbach [3, Lemma 2.1]). Related constructions for non-autonomous
difference equations can be found in Papaschinopoulos [17], [18] and Schinas [19] and
the references therein.

From the theory of ordinary diferential equations it is well-known that the differentia-
bility of invariant manifolds is technically hard to prove. For a modern approach using
sophisticated fixed point theorems see Vanderbauwhede & Van Gils [24], Vander-
bauwhede [23], Hilger [12] or Siegmund [21]. Vanderbauwhede & Van Gils [24]
apply their fixed point theorem to the Cm-smoothness problem for center manifolds of
ordinary differential equations in Rn. Another approach to the smoothness of invariant
manifolds is essentially based on a lemma by Henry (cf. Chow & Lu [10, Lemma 2.1])
or methods of a more differential topological nature (cf. Hirsch, Pugh & Shub [13]
or Shub [20]), namely the Cm-section theorem for fiber contracting maps; see also El-
Bialy [11]. In Castañeda & Rosa [8] and Siegmund [22] the problem of higher order
smoothness is tackled directly.

In this article we present an accessible “ad hoc” approach to C1-smoothness of pseudo-
hyperbolic invariant fiber bundles which is basically derived from Vanderbauwhede
& Van Gils [24]. We also prove higher order smoothness with the classical uniform
contraction principle.
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2 Preliminaries

Although we are using the same notations as introduced in Aulbach [3] we repeat some
of them here to keep the article self-contained. N denotes the positive and N0 the non-
negative integers. A discrete interval I is defined to be the intersection of a real interval
with the integers Z = {0,±1, . . . }. For an integer κ ∈ Z we define

Z+
κ := [κ,∞) ∩ Z, Z−κ := (−∞, κ] ∩ Z.

We write
x′ = f(k, x) (2.1)

to denote the difference equation x(k + 1) = f(k, x(k)), with the right-hand side f :
I ×X → X , where I is a discrete interval and X is a Banach space. Let λ(k;κ, ξ) denote
the general solution of equation (2.1), i.e. λ(· ;κ, ξ) solves (2.1) and satisfies the initial
condition λ(κ;κ, ξ) = ξ for κ ∈ I, ξ ∈ X . The general solution can be defined recursively
as

λ(k;κ, ξ) :=

{
ξ for k = κ

f(k − 1, λ(k − 1;κ, ξ)) for k > κ

and if f(k, ·) : X → X has an inverse mapping f−1(k, ·) for k ∈ Z−κ , we set

λ(k;κ, ξ) := f−1(k + 1, λ(k + 1;κ, ξ)) for k < κ.

It is easy to see that the so-called cocycle property

λ(k;κ, ξ) = λ(k; l, λ(l;κ, ξ)) for k ≥ l ≥ κ (2.2)

holds for the mapping λ. If f−1(k, ·) exists for any k ∈ I then equation (2.2) is true
for any k, l, κ ∈ I. Given an operator sequence A : I → L(X ) we define the evolution
operator Φ(k, κ) ∈ L(X ) of the linear equation

x′ = A(k)x

as the mapping defined by

Φ(k, κ) :=

{
IX for k = κ

A(k − 1) · · ·A(κ) for k > κ

and if A(k) is invertible (in L(X )) for k ∈ Z−κ then

Φ(k, κ) := A(k)−1 · · ·A(κ− 1)−1 for k < κ.

The Banach spaces X ,Y are all real or complex throughout this paper and their norm
is denoted by ‖·‖X , ‖·‖Y or simply by ‖·‖. Ln(X ;Y) is the Banach space of n-linear
continuous operators from X n to Y for n ∈ N, L0(X ;Y) := Y , Ln(X ) := Ln(X ;X ),
L(X ;Y) := L1(X ;Y), L(X ) := L1(X ), IX the identity map on X and GL(X ) the multi-
plicative group of bijective mappings in L(X ). On the cartesian product X ×Y we always
use the norm

‖(x, y)‖X×Y := max
{
‖x‖X , ‖y‖Y

}
(2.3)
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and write Π1 : X × Y → X and Π2 : X × Y → Y for the projections on the first and
second component, respectively. We say that a linear subspace X1 ⊆ X is continuously
embedded into X if the embedding operator J : X1 → X , Jx := x is continuous and in

this case we write X1
J
↪→ X . The ball in X with center x ∈ X and radius ε > 0 is denoted

by Bε(x).

3 Quasibounded functions

In this section we introduce the so-called quasiboundedness which is a handy notion
describing exponential growth of functions.

Definition 3.1: For a real constant γ > 0, an integer κ0 ∈ Z, a Banach space X , a
discrete interval I and a mapping λ : I → X we say that

(a) λ is γ+-quasibounded if I = Z+
κ0

and if ‖λ‖+κ,γ := supk∈Z+
κ
‖λ(k)‖ γκ−k < ∞ for

some κ ∈ Z+
κ0

.

(b) λ is γ−-quasibounded if I = Z−κ0
and if ‖λ‖−κ,γ := supk∈Z−κ ‖λ(k)‖ γκ−k < ∞ for

some κ ∈ Z−κ0
.

(c) λ is γ±-quasibounded if I = Z and if ‖λ‖±κ,γ := supk∈Z ‖λ(k)‖ γκ−k < ∞ for some
κ ∈ Z.

By `+κ,γ(X ) and `−κ,γ(X ) we denote the sets of all γ+- and γ−–quasibounded functions
λ : I → X , respectively.

Obviously `+κ,γ(X ) and `−κ,γ(X ) are non-empty and the following result is immediate:

Lemma 3.2: For any γ > 0, κ ∈ Z the sets `+κ,γ(X ) and `−κ,γ(X ) are Banach spaces with

the norms ‖·‖+κ,γ and ‖·‖−κ,γ, respectively.

We state the next lemma only in forward time. It will simplify our differential calculus.

Lemma 3.3: For real constants γ, δ with 0 < γ ≤ δ, n ∈ N, κ ∈ Z and Banach spaces
X ,Y the following statements are valid:

(a) The Banach spaces `+κ,γ(X )× `+κ,γ(Y) and `+κ,γ(X ×Y) are isometrically isomorphic,
and thus they will be identified.

(b) We have `+κ,γ(X )
Jδγ
↪→ `+κ,δ(X ), and the embedding operator Jδγ : `+κ,γ(X ) → `+κ,δ(X )

satisfies ∥∥Jδγ∥∥L(`+κ,γ(X );`+κ,δ(X ))
≤ 1. (3.1)
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(c) The Banach spaces `+
κ, δ
γn

(Ln(X )) and Ln(`+κ,γ(X ); `+κ,δ(X )) are isometrically isomor-

phic by means of the isomorphism Jn : `+
κ, δ
γn

(Ln(X ))→ Ln(`+κ,γ(X ); `+κ,δ(X )),(
(JnΛ)(λ1, . . . , λn)

)
(k) := Λ(k)λ1(k) · · ·λn(k) for k ∈ Z+

κ

for any Λ ∈ `+
κ, δ
γn

(Ln(X )) and λ1, . . . , λn ∈ `+κ,γ(X ).

Proof. We show only the assertion (c). At first Jn is linear. With arbitrary sequences
Λ ∈ `+

κ, δ
γn

(Ln(X )) and λ1, . . . , λn ∈ `+κ,γ(X ) we obtain the estimate

‖Λ(k)λ1(t) · · ·λn(k)‖ δκ−k ≤ ‖Λ(k)‖Ln(X )

(
δ

γn

)κ−k
‖λ1(k)‖ γκ−k · · · ‖λn(k)‖ γκ−k ≤

≤ ‖Λ‖+
κ, δ
γn
‖λ1‖+κ,γ · · · ‖λn‖

+
κ,γ for k ∈ Z+

κ .

Thus the continuity of Jn follows from

‖JnΛ‖Ln(`+κ,γ(X );`+κ,δ(X )) = sup
‖λl‖+κ,γ≤1,

l∈{1,...,n}

‖(JnΛ)λ1 · · ·λn‖+κ,δ ≤ ‖Λ‖
+

κ, δ
γn
. (3.2)

On the other hand, the inverse J−1
n : Ln(`+κ,γ(X ); `+κ,δ(X )) → `+

κ, δ
γn

(Ln(X )) of Jn is given

by (
J−1
n Λ̄

)
(k)λ1(k) · · ·λn(k) :=

(
Λ̄λ1 · · ·λn

)
(k) for k ∈ Z+

κ

for any Λ̄ ∈ Ln(`+κ,γ(X ); `+κ,δ(X )) and λ1, . . . , λn ∈ `+κ,γ(X ). By the open mapping theorem
(cf. Lang [16, p. 388, Corollary 1.4]) J−1

n is continuous and it remains to show that it is
non-expanding. To this purpose we choose n arbitrary points x1, . . . , xn ∈ X \ {0} with
‖xl‖ ≤ 1 (l ∈ {1, . . . , n}) and define sequences λl(k) := γk−κxl. Obviously ‖λl‖+κ,γ ≤ 1
and hence∥∥(J−1

n Λ̄
)
(k)x1 · · ·xn

∥∥( δ

γn

)κ−k
=
∥∥(Λ̄λ1 · · ·λn

)
(k)
∥∥ δκ−k ≤ ∥∥Λ̄λ1 · · ·λn

∥∥+

κ,δ
≤

≤
∥∥Λ̄
∥∥
Ln(`+κ,γ(X );`+κ,δ(X ))

for k ∈ Z+
κ .

Now this implies∥∥(J−1
n Λ̄

)
(k)
∥∥
Ln(X )

(
δ

γn

)κ−k
≤
∥∥Λ̄
∥∥
Ln(`+κ,γ(X );`+κ,δ(X ))

for k ∈ Z+
κ

and hence
∥∥J−1

n Λ̄
∥∥+

κ, δ
γn
≤
∥∥Λ̄
∥∥
Ln(`+κ,γ(X );`+κ,δ(X ))

. Therefore Jn is an isometry.

We close this section with a result about differentiability.

Lemma 3.4: Consider constants γ > 0, κ ∈ Z, Banach spaces X ,Y and a mapping
f ∈ Cm(X , `+κ,γ(Y)) for some m ∈ N0. Then

(
f(·)

)
(k) ∈ Cm(X ,Y) for every k ∈ Z+

κ .

Proof. Let k ∈ Z+
κ be fixed. Then the evaluation map evk : `+κ,γ(Y)→ Y , evk(λ) := λ(k)

is a continuous homomorphism and hence of class C∞. It follows from the chain rule that
the composition

(
f(·)

)
(k) = evk ◦ f has the same smoothness as f .
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4 Construction of invariant fiber bundles

We begin this section by stating our frequently used main assumptions.

Hypothesis 4.1: Let us consider the system of difference equations{
x′=A(k)x+ F (k, x, y)
y′ =B(k)y +G(k, x, y)

(4.1)

where X ,Y are Banach spaces, the discrete interval I is unbounded to the right, A : I →
L(X ), B : I → GL(Y) and the mappings F : I × X × Y → X , G : I × X × Y → Y are
m-times (m ∈ N) continuously differentiable with respect to (x, y). Moreover we assume:

(i) Hypothesis on linear part: The evolution operators Φ and Ψ of the linear systems
x′ = A(k)x and y′ = B(k)y respectively, satisfy for all k, l ∈ I the estimates

‖Φ(k, l)‖ ≤ K1α
k−l for k ≥ l, (4.2)

‖Ψ(k, l)‖ ≤ K2β
k−l for l ≥ k,

with real constants K1, K2 ≥ 1 and α, β with 0 < α < β.

(ii) Hypothesis on perturbation: We have

F (k, 0, 0) ≡ 0, G(k, 0, 0) ≡ 0 on I, (4.3)

and the partial derivatives of F and G are globally bounded, i.e. for all n ∈
{1, . . . ,m} we have

|F |n := sup
(k,x,y)∈I×X×Y

∥∥∥∥ ∂nF

∂(x, y)n
(k, x, y)

∥∥∥∥
Ln(X×Y;X )

<∞, (4.4)

|G|n := sup
(k,x,y)∈I×X×Y

∥∥∥∥ ∂nG

∂(x, y)n
(k, x, y)

∥∥∥∥
Ln(X×Y;Y)

<∞.

(iii) Hypothesis on higher order smoothness (if m ≥ 2): The partial derivatives of F and
G are uniformly continuous: For any ε > 0 there exists an η > 0 such that for all
k ∈ I and (x0, y0) ∈ X × Y we have∥∥∥∥∂m(F,G)

∂(x, y)m
(k, x, y)− ∂m(F,G)

∂(x, y)m
(k, x0, y0)

∥∥∥∥
Lm(X×Y)

< ε for (x, y) ∈ Bη(x0, y0).

Remark 4.2: (1) It is an immediate consequence of the mean value theorem (see
e.g. Lang [16, p. 341, Theorem 4.2]) and Hypothesis 4.1(ii) that the partial derivatives
∂nF

∂(x,y)n
, ∂nG
∂(x,y)n

are globally Lipschitz continuous (with constants |F |n, |G|n, respectively)

for n ∈ {0, . . . ,m− 1}, and hence Hypothesis 4.1(iii) also holds for ∂nF
∂(x,y)n

, ∂nG
∂(x,y)n

, with

n ∈ {0, . . . ,m}. Nevertheless Hypothesis 4.1(iii) is of technical nature and only needed
for m ≥ 2.
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(2) In a Hilbert space Z and for a function R : I × Z → Z with globally bounded
derivatives ∂nR

∂zn
any system of the form

z′ = C(k)z +R(k, z)

can be transformed into the “decoupled” form (4.1) if the operator C(k) ∈ GL(Z) pos-
sesses an exponential dichotomy. This can be shown using methods from Aulbach, Van
Minh & Zabreiko [5, Theorem 5] via a Lyapunov transformation.

In the sequel we define two linear and two non-linear operators on spaces of quasibounded
functions and derive their basic properties concerning continuity and differentiability. This
allows to characterize the quasibounded solutions of (4.1) as fixed points of an equation
based on these operators.

Lemma 4.3 (the operator Sκ): We assume I = Z+
κ0

(κ0 ∈ Z) in Hypothesis 4.1 and
choose any γ ≥ α. Then for any κ ∈ Z+

κ0
the operator Sκ : X → `+κ,γ(X × Y),(

Sκ ξ
)
(k) :=

(
Φ(k, κ)ξ, 0

)
for k ∈ Z+

κ ,

is linear and continuous with

‖Sκ‖L(X ;`+κ,γ(X×Y)) ≤ K1. (4.5)

Proof. The linearity of Sκ is evident. Furthermore for any ξ ∈ X we get the estimate

∥∥(Sκξ)(k)
∥∥ γκ−k ≤ ‖Φ(k, κ)‖ ‖ξ‖ γκ−k

(4.2)

≤ K1 ‖ξ‖ for k ∈ Z+
κ ,

hence ‖Sκξ‖+κ,γ ≤ K1 ‖ξ‖, and Sκξ is well-defined, continuous and (4.5) holds.

Lemma 4.4 (the operator Kκ): We assume I = Z+
κ0

(κ0 ∈ Z) in Hypothesis 4.1 and
choose an arbitrary γ ∈ (α, β). Then for any κ ∈ Z+

κ0
the mapping Kκ : `+κ,γ(X × Y) →

`+κ,γ(X × Y),

(
Kκ(µ, ν)

)
(k) :=

(
k−1∑
n=κ

Φ(k, n+ 1)µ(n), −
∞∑
n=k

Ψ(k, n+ 1)ν(n)

)
for k ∈ Z+

κ ,

is linear and continuous with

‖Kκ‖L(`+κ,γ(X×Y)) ≤ max

{
K1

γ − α
,
K2

β − γ

}
. (4.6)

In particular we get

‖Π2Kκ(µ, ν)‖+κ,γ ≤
K2

β − γ
‖ν‖+κ,γ for (µ, ν) ∈ `+κ,γ(X × Y). (4.7)
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Proof. Obviously Kκ is linear. Now choose any pair (µ, ν) ∈ `+κ,γ(X × Y). Then by the
variation of constants formula the inhomogeneous difference equation x′ = A(k)x + µ(k)
has the solution µ̃ := Π1Kκ(µ, ν) : Z+

κ → X , satisfying the initial condition x(κ) = 0.
Because of Aulbach [3, Lemma 3.3] the function µ̃ is γ+-quasibounded and we get

‖Π1Kκ(µ, ν)‖+κ,γ = ‖µ̃‖+κ,γ ≤
K1

γ − α
‖µ‖+κ,γ .

Similarly Aulbach [3, Lemma 3.4] implies that the linear system y′ = B(k)y + ν(k)
has exactly one γ+-quasibounded solution, namely ν̃ := Π2Kκ(µ, ν) : Z+

κ → Y , and this
solution satisfies the estimate

‖Π2Kκ(µ, ν)‖+κ,γ = ‖ν̃‖+κ,γ ≤
K2

β − γ
‖ν‖+κ,γ ,

which is identical with inequality (4.7). Finally we get∥∥(Kκ(µ, ν)
)
(k)
∥∥ γκ−k (2.3)

= max
{
‖µ̃(k)‖ γκ−k, ‖ν̃(k)‖ γκ−k

}
≤

≤ max

{
K1

γ − α
‖µ‖+κ,γ ,

K2

β − γ
‖ν‖+κ,γ

}
≤

(2.3)

≤ max

{
K1

γ − α
,
K2

β − γ

}
‖(µ, ν)‖+κ,γ for k ∈ Z+

κ .

Passing to the least upper bound over k ∈ Z+
κ we obtain the estimate

‖Kκ(µ, ν)‖+κ,γ ≤ max

{
K1

γ − α
,
K2

β − γ

}
‖(µ, ν)‖+κ,γ

and hence the continuity of Kκ, as well as the estimate (4.6).

The two mappings Sκ and Kκ defined in Lemmas 4.3 and 4.4 are continuous homomor-
phisms and hence continuously differentiable. The non-linear mapping G which we define
next does not have this property in general. This mapping describes the composition
of the non-linearities F and G with quasibounded functions and is a special case of a
so-called substitution or Nemitskii operator. Even though there is a vast literature on
such operators (see e.g. Appell & Zabreiko [2] and the references therein) we have to
derive two lemmas in order to meet the particular purposes of this paper.

Lemma 4.5 (the Operator G): We assume I = Z+
κ0

(κ0 ∈ Z) in Hypothesis 4.1, choose
γ > 0 and κ ∈ Z+

κ0
. Then the non-linear mapping G : `+κ,γ(X × Y)→ `+κ,γ(X × Y),(

G(µ, ν)
)
(k) :=

(
F (k, µ(k), ν(k)), G(k, µ(k), ν(k))

)
for k ∈ Z+

κ ,

has the following properties:

(a) G(0, 0) = (0, 0) ∈ `+κ,γ(X × Y),
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(b) G is globally Lipschitz continuous with

‖G(µ, ν)− G(µ̄, ν̄)‖+κ,γ ≤ max {|F |1 , |G|1} ‖(µ, ν)− (µ̄, ν̄)‖+κ,γ (4.8)

for all (µ, ν), (µ̄, ν̄) ∈ `+κ,γ(X × Y).

Proof. (a) Because of (4.3) in Hypothesis 4.1(ii) we obtain statement (a).

(b) For arbitrary (µ, ν), (µ̄, ν̄) ∈ `+κ,γ(X ×Y) it follows from the mean value theorem that∥∥(G(µ, ν)
)
(k)−

(
G(µ̄, ν̄)

)
(k)
∥∥ γκ−k ≤

(4.4)

≤ max
{
|F |1 ‖(µ, ν)(k)− (µ̄, ν̄)(k)‖ γκ−k, |G|1 ‖(µ, ν)(k)− (µ̄, ν̄)(k)‖ γκ−k

}
≤

≤ max {|F |1 , |G|1} ‖(µ, ν)− (µ̄, ν̄)‖+κ,γ for k ∈ Z+
κ .

The Lipschitz condition (4.8) is obtained by taking the least upper bound over k ∈ Z+
κ

in this estimate. Setting (µ̄, ν̄) := (0, 0) together with statement (a) implies that the
operator G is well-defined, i.e. G(µ, ν) ∈ `+κ,γ(X × Y).

Lemma 4.6 (the operator G(n)): We assume I = Z+
κ0

(κ0 ∈ Z) in Hypothesis 4.1, choose
integers n ∈ {1, . . . ,m}, κ ∈ Z+

κ0
and reals γ, δ such that 0 < γ ≤ δ and γn ≤ δ. Then

the mapping G(n) : `+κ,γ(X × Y)→ `+
κ, δ
γn

(Ln(X × Y)),

(
G(n)(µ, ν)

)
(k) :=

∂n(F,G)

∂(x, y)n
(k, µ(k), ν(k)) for k ∈ Z+

κ ,

has the following properties:

(a) It is well-defined and globally bounded with∥∥G(n)(µ, ν)
∥∥+

κ, δ
γn
≤ max {|F |n , |G|n} for (µ, ν) ∈ `+κ,γ(X × Y), (4.9)

(b) for γ < δ and n = 1 the mapping G(1) is continuous,

(c) for γ ≤ 1 and m ≥ 2 the mapping G(n) is continuous as well.

Proof. (a) For arbitrary functions (µ, ν) ∈ `+κ,γ(X × Y) we get

∥∥(G(n)(µ, ν)
)
(k)
∥∥
Ln(X×Y)

(
δ

γn

)κ−k
≤

∥∥∥∥∂n(F,G)

∂(x, y)n
(k, µ(k), ν(k))

∥∥∥∥
Ln(X×Y)

≤

(4.4)

≤ max {|F |n , |G|n} for k ∈ Z+
κ ,

since δ
γn
≥ 1. Therefore we have G(n)(µ, ν) ∈ `+

κ, δ
γn

(Ln(X × Y)) and the estimate (4.9)

holds.
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(b) To prove the continuity of G(1) under the assumption γ < δ we choose ε > 0 and
(µ0, ν0) ∈ `+κ,γ(X × Y) arbitrarily, but fixed. Since γ

δ
< 1, there exists a K ∈ Z+

κ+1 with

2 max {|F |1 , |G|1}
(
γ
δ

)K−κ
< ε

2
. Using the triangle inequality we get

∥∥(G(1)(µ, ν)
)
(k)−

(
G(1)(µ0, ν0)

)
(k)
∥∥( δ

γ

)κ−k
≤

≤
(∥∥∥∥∂(F,G)

∂(x, y)
(k, µ(k), ν(k))

∥∥∥∥+

∥∥∥∥∂(F,G)

∂(x, y)
(k, µ0(k), ν0(k))

∥∥∥∥)( δγ
)κ−k

≤

(4.4)

≤ 2 max {|F |1 , |G|1}
(
δ

γ

)κ−K
<
ε

2

for k > K and all (µ, ν) ∈ `+κ,γ(X × Y). Since the partial derivative ∂(F,G)
∂(x,y)

is continuous,

there exists a constant δ1 = δ1(ε) > 0 such that for (µ, ν) ∈ `+κ,γ(X × Y) the estimate

‖(µ, ν)(k)− (µ0, ν0)(k)‖ < δ1 for k ∈ {κ, κ+ 1, . . . , K}

implies ∥∥(G(1)(µ, ν)
)
(k)−

(
G(1)(µ0, ν0)

)
(k)
∥∥ < ε

2
for k ∈ {κ, κ+ 1, . . . , K} .

Besides one gets

‖(µ, ν)(k)− (µ0, ν0)(k)‖ ≤ γk−κ ‖(µ, ν)− (µ0, ν0)‖+κ,γ ≤
≤ max

{
1, γK−κ

}
‖(µ, ν)− (µ0, ν0)‖+κ,γ < δ1 for k ∈ {κ, κ+ 1, . . . , K} ,

for every (µ, ν) with ‖(µ, ν)− (µ0, ν0)‖+κ,γ < δ2 := δ1
max{1,γK−κ} . For such pairs of γ+-

quasibounded functions (µ, ν) ∈ Bδ2(µ0, ν0) one has∥∥(G(1)(µ, ν)
)
−
(
G(1)(µ0, ν0)

)∥∥+

κ, δ
γ

=

= sup
k∈Z+

κ

∥∥(G(1)(µ, ν)
)
(k)−

(
G(1)(µ0, ν0)

)
(k)
∥∥( δ

γ

)κ−k
≤

≤ max

{
sup

k∈{κ,...,K}

∥∥(G(1)(µ, ν)
)
(k)−

(
G(1)(µ0, ν0)

)
(k)
∥∥ ,

sup
k>K

∥∥(G(1)(µ, ν)
)
(k)−

(
G(1)(µ0, ν0)

)
(k)
∥∥( δ

γ

)κ−k}
≤ ε

2
< ε.

This proves the continuity of the operator G(1).

(c) Choose ε > 0 and (µ0, ν0) ∈ `+κ,γ(X × Y) arbitrarily to prove the continuity of G(n) in
case γ ≤ 1 and m ≥ 2. By means of Hypothesis 4.1(iii) and the definition of the operator
G(n) there exists an η = η(ε) > 0 such that the estimate

‖(µ, ν)(k)− (µ0, ν0)(k)‖ < η for k ∈ Z+
κ
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implies ∥∥(G(n)(µ, ν)
)
(k)−

(
G(n)(µ0, ν0)

)
(k)
∥∥
Ln(X×Y)

(
δ

γn

)κ−k
≤

≤
∥∥(G(n)(µ, ν)

)
(k)−

(
G(n)(µ0, ν0)

)
(k)
∥∥
Ln(X×Y)

<
ε

2
for k ∈ Z+

κ

for arbitrary (µ, ν) ∈ `+κ,γ(X × Y), since δ
γn
≥ 1. Moreover we get

‖(µ, ν)(k)− (µ0, ν0)(k)‖ ≤ γk−κ ‖(µ, ν)− (µ0, ν0)‖+κ,γ ≤
≤ ‖(µ, ν)− (µ0, ν0)‖+κ,γ for k ∈ Z+

κ .

Taking (µ, ν) ∈ Bη(µ0, ν0) ⊆ `+κ,γ(X × Y) our assertion follows because we have∥∥G(n)(µ, ν)− G(n)(µ0, ν0)
∥∥+

κ, δ
γn

=

= sup
k∈Z+

κ

∥∥(G(n)(µ, ν)
)
(k)−

(
G(n)(µ0, ν0)

)
(k)
∥∥
Ln(X×Y)

(
δ

γn

)κ−k
≤ ε

2
< ε.

Therefore Lemma 4.6 is proved.

Now the question arises whether the assumption γ < δ in statement (b) of Lemma 4.6 is
of a purely technical nature. In fact, one cannot get rid of it because γ+-quasibounded
functions can be unbounded. We now give an example which demonstrates that the
non-linear operator G(1) may not be continuous for γ = δ > 1.

Example 4.7: We consider the continuously differentiable function ϕ : R → R defined
as ϕ(t) := t− arctan t. Obviously the derivative ϕ̇(t) = t2

1+t2
is globally bounded on R by

the constant 1. Then the non-linearities

F (k, x, y) := ϕ(x), G(k, x, y) := ϕ(y)

satisfy Hypothesis 4.1(ii) for m = 1. Now we choose γ = δ > 1 and κ ∈ Z. For the
continuity of G(1) : `+κ,γ(R2) → `+κ,1(R2×2) it is necessary and sufficient that the “scalar”

operator G̃(1) : `+κ,γ(R) → `+κ,1(R),
(
G̃(1)(µ)

)
(k) := ϕ̇(µ(k)) is continuous. Now µ(k) :=

γk−κ defines a γ+-quasibounded sequence with the γ+-norm ‖µ‖+κ,γ = 1. Hence µn :=
γκ−nµ (n ∈ Z+

κ ) converges to zero in the linear space `+κ,γ(R), because of γ > 1. But∥∥∥G̃(1)(µn)
∥∥∥+

κ,1
= sup

k∈Z+
κ

∣∣ϕ̇(γk−n)
∣∣ = sup

k∈Z+
κ

γ2(k−n)

1 + γ2(k−n)
≥ 1

2
for n ∈ Z+

κ .

Consequently (G̃(1)(µn))n∈Z+
κ

cannot converge to 0 = G̃(1)(0) ∈ `+κ,1(R) and therefore G(1)

is not continuous at the point 0.

Next we investigate the differentiability of G. It will turn out that not only the smoothness
of the functions F and G is essential but also the particular choice of the spaces of
quasibounded sequences as domain and range of G. As candidates for the derivatives of
the substitution operator G the mappings G(n) seem to be a good choice since they are
defined with the aid of the derivatives of the mappings (F,G).
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Lemma 4.8 (continuous differentiability of G): We assume I = Z+
κ0

(κ0 ∈ Z) in Hy-
pothesis 4.1, choose reals γ, δ with 0 < γ ≤ δ and an integer κ ∈ Z+

κ0
. Then the operator

G(0) := JδγG : `+κ,γ(X × Y)→ `+κ,δ(X × Y) has the following properties:

(a) For γ < δ it is continuously differentiable,

(b) for γ ≤ 1 and m ≥ 2 it is m-times continuously differentiable.

In any case and for any n ∈ {1, . . . ,m} the derivatives are given by

DnG(0) = JnG(n) : `+κ,γ(X × Y)→ Ln(`+κ,γ(X × Y); `+κ,δ(X × Y)), (4.10)

and they are globally bounded with∥∥(DnG(0)
)
(µ, ν)

∥∥
Ln(`+κ,γ(X×Y);`+κ,δ(X×Y))

≤ max {|F |n , |G|n} for (µ, ν) ∈ `+κ,γ(X × Y).

Proof. We start with some preparations. To this end consider two arbitrary sequences
(µ, ν), (µ0, ν0) ∈ `+κ,γ(X ×Y). Now we keep the pair (µ0, ν0) fixed and define the mappings
rn : `+κ,γ(X × Y)→ R+

0 for n ∈ {1, . . . ,m− 1} by

rn(µ, ν) := sup
t∈[0,1]

∥∥G(n)(µ0 + tµ, ν0 + tν)− G(n)(µ0, ν0)
∥∥+

κ, δ
γn
.

By Lemma 3.3(c), G(n)(µ0, ν0) can be considered as a sequence in `+
κ, δ
γn

(Ln(X ×Y)) as well

as a n-linear mapping in Ln(`+κ,γ(X × Y); `+κ,δ(X × Y)). The mean value theorem implies
for n ∈ {0, . . . ,m− 1} the estimate∥∥G(n)(µ0 + µ, ν0 + ν)− G(n)(µ0, ν0)− G(n+1)(µ0, ν0)(µ, ν)

∥∥+

κ, δ
γn

=

= sup
k∈Z+

κ

∥∥∥∥∂n(F,G)

∂(x, y)n
(k, µ0(k) + µ(k), ν0(k) + ν(k))− ∂n(F,G)

∂(x, y)n
(k, µ0(k), ν0(k))−

−∂
n+1(F,G)

∂(x, y)n+1
(k, µ0(k), ν0(k))

(
µ(k)
ν(k)

)∥∥∥∥
Ln(X×Y)

(
δ

γn

)κ−k
=

= sup
k∈Z+

κ

∥∥∥∥(∫ 1

0

∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k) + tµ(k), ν0(k) + tν(k)) dt

)(
µ(k)
ν(k)

)
−

− ∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k), ν0(k))

(
µ(k)
ν(k)

)∥∥∥∥
Ln(X×Y)

(
δ

γn

)κ−k
≤

≤ sup
k∈Z+

κ

∫ 1

0

∥∥∥∥∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k) + tµ(k), ν0(k) + tν(k))−

− ∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k), ν0(k))

∥∥∥∥
Ln+1(X×Y)

dt

(
δ

γn+1

)κ−k
‖(µ(k), ν(k))‖ γκ−k.

Estimating the integral we get∥∥G(n)(µ0 + µ, ν0 + ν)− G(n)(µ0, ν0)− G(n+1)(µ0, ν0)(µ, ν)
∥∥+

κ, δ
γn
≤
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≤ sup
k∈Z+

κ

sup
t∈[0,1]

∥∥∥∥∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k) + tµ(k), ν0(k) + tν(k))−

− ∂n+1(F,G)

∂(x, y)n+1
(k, µ0(k), ν0(k))

∥∥∥∥
Ln+1(X×Y)

(
δ

γn+1

)κ−k
‖(µ(k), ν(k))‖ γκ−k ≤

≤ sup
t∈[0,1]

∥∥G(n+1)(µ0 + tµ, ν0 + tν)− G(n+1)(µ0, ν0)
∥∥+

κ, δ
γn+1
‖(µ, ν)‖+κ,γ =

= rn+1(µ, ν) ‖(µ, ν)‖+κ,γ .

(a) In case γ < δ the operator G(1) : `+κ,γ(X×Y)→ L(`+κ,γ(X×Y); `+κ,δ(X×Y)) is continuous
by Lemma 4.6(b), hence the mapping r1 is well-defined and we get lim(µ,ν)→(0,0) r1(µ, ν) =
0. Now the above estimate for n = 0 shows the differentiability of G(0) = JδγG in any point

(µ0, ν0) ∈ `+κ,γ(X × Y) with continuous derivative G(1).

(b) For reals γ ≤ 1 and integers m ≥ 2, n ∈ {0, . . . ,m− 1} obviously γ1+n ≤ δ
holds. Therefore the operators G(n+1) : `+κ,γ(X × Y) → Ln+1(`

+
κ,γ(X × Y); `+κ,δ(X × Y))

are continuous by Lemma 4.6(c) and the mappings rn+1 are well-defined and fulfill
lim(µ,ν)→(0,0) rn+1(µ, ν) = 0. Furthermore the above estimate shows again that each map-
ping G(n) : `+κ,γ(X × Y) → Ln(`+κ,γ(X × Y); `+κ,δ(X × Y)) is differentiable and has the

derivative G(n+1). Now the assertion follows by mathematical induction. Finally we get
the estimate ∥∥(DnG(0)

)
(µ, ν)

∥∥
Ln(`+κ,γ(X×Y);`+κ,δ(X×Y))

≤
(4.10)

≤ ‖Jn‖L(`+
κ, δ
γn

(Ln(X×Y));Ln(`+κ,γ(X×Y);`+κ,δ(X×Y)))

∥∥G(n)(µ, ν)
∥∥+

κ, δ
γn
≤

(3.2)

≤
∥∥G(n)(µ, ν)

∥∥+

κ, δ
γn

(4.9)

≤ max {|F |n , |G|n} for n ∈ {1, . . . ,m} ,

and the proof of Lemma 4.8 is complete.

We already pointed out in Example 4.7 that for γ = δ > 1 the continuity of the mapping
G(1) may get lost. In fact, one cannot even expect the differentiability of the operator
G = G(0). Nonlinearities demonstrating this can be obtained by modifying an example
from Siegmund [21, pp. 35–38] to the case of difference equations.

Example 4.9: The real-valued functions

F (k, x, y) := sin(x), G(k, x, y) := sin(y)

satisfy the Hypothesis 4.1(ii) for m ∈ N. We consider the situation γ = δ > 1. For
a fixed integer κ ∈ Z the differentiability of G : `+κ,γ(R2) → `+κ,γ(R2) is equivalent to

the existence of the derivative of G̃ : `+κ,γ(R) → `+κ,γ(R),
(
G̃(µ)

)
(k) := sinµ(k) in each

point µ ∈ `+κ,γ(R). We now assume that this operator G̃ is differentiable. Then there
exists a function r : `+κ,γ(R) → R+

0 with limµ→0 r(µ) = 0 such that for any ϑ > γ and
µ, µ0 ∈ `+κ,γ(R) we have∥∥∥G̃(µ0 + µ)− G̃(µ0)− (DG̃)(µ0)µ

∥∥∥+

κ,ϑ

(3.1)

≤
∥∥∥G̃(µ0 + µ)− G̃(µ0)− (DG̃)(µ0)µ

∥∥∥+

κ,γ
≤
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≤ r(µ) ‖µ‖+κ,γ .

Now a similar argument as in Lemma 4.8 yields(
(DG̃)(µ0)

)
(k) = cosµ0(k);

here we have identified R with L(R). Obviously the sequence µ0(k) := 2π
[
γk−κ

]
is

γ+-quasibounded with ‖µ0‖+κ,γ ≤ 2π, where [·] denotes the greatest integer function.

Additionally µn := 1
n
µ0 (n ∈ N) converges to zero in `+κ,γ(R). Using γ > 1, for every

n ∈ N one can choose integers k(n) := min
{
k ∈ Z+

κ : γk−κ ≥ 2 + n
π

}
. Consequently with

elementary properties of the trigonometric functions we get∥∥∥G̃(µ0 + µn)− G̃(µ0)− (DG̃)(µ0)µn

∥∥∥+

κ,γ
=

= sup
k∈Z+

κ

∣∣∣∣∣sin (2π [γk−κ] (1 +
1

n
)
)
− sin(2π

[
γk−κ

]
)− 2π cos(2π

[
γk−κ

]
)

[
γk−κ

]
n

∣∣∣∣∣ γκ−k =

= sup
k∈Z+

κ

∣∣∣∣∣sin(
2π
[
γk−κ

]
n

)−
2π
[
γk−κ

]
n

∣∣∣∣∣ γκ−k ≥
≥

2π
[
γk(n)−κ]
n

γκ−k(n) − sin(
2π
[
γk(n)−κ]
n

)γκ−k(n) ≥

≥ 2π

n

[
γk(n)−κ] γκ−k(n) − γκ−k(n) ≥ 2π

n
(1− γκ−k(n))− γκ−k(n) ≥ π

n
.

But this yields the contradiction

π ≤ n
∥∥∥G̃(µ0 + µn)− G̃(µ0)− (DG̃)(µ0)µn

∥∥∥+

κ,γ
≤ r(µn) ‖µ0‖+κ,γ ,

since the sequence (r(µn))n∈N converges to zero.

In the previous last lemmas we investigated the linear mappings Sκ, Kκ and the more
subtle substitution operator G. With the help of these mappings we can now characterize
the quasibounded solutions of the difference equation (4.1) quite easily as fixed points.

Lemma 4.10 (solutions in `+
κ,γ(X × Y) as fixed points): Let us assume I = Z+

κ0
(κ0 ∈ Z)

in Hypothesis 4.1, choose constants γ ∈ (α, β), κ ∈ Z+
κ0

and a vector ξ ∈ X . Then for the
mapping Tκ : `+κ,γ(X × Y)×X → `+κ,γ(X × Y),

Tκ(µ, ν; ξ) := Sκξ +KκG(µ, ν), (4.11)

the following two statements are equivalent:

(a) (µ∗, ν∗) ∈ `+κ,γ(X × Y) is a solution of the difference equation (4.1) with µ∗(κ) = ξ,

(b) (µ∗, ν∗) ∈ `+κ,γ(X × Y) is a solution of the equation

(µ∗, ν∗) = Tκ(µ∗, ν∗; ξ). (4.12)
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Proof. Lemmas 4.3, 4.4 and 4.5 imply that Tκ is well-defined and may be written explicitly
as

(
Tκ(µ∗, ν∗; ξ)

)
(k) =

(
Φ(k, κ)ξ +

k−1∑
n=κ

Φ(k, n+ 1)F (n, µ∗(n), ν∗(n)),

−
∞∑
n=k

Ψ(k, n+ 1)G(n, µ∗(n), ν∗(n))

)
.

(a) ⇒ (b) The sequence µ∗ is also a solution of the linear inhomogeneous equation

x′ = A(k)x+ F (k, µ∗(k), ν∗(k)) (4.13)

with the initial condition x(κ) = ξ. By the variation of constant formula it is given by
Π1Tκ(µ∗, ν∗; ξ). Additionally using the mean value theorem we get

‖G(k, µ∗(k), ν∗(k))‖ γκ−k (4.3)
= ‖G(k, µ∗(k), ν∗(k))−G(k, 0, 0)‖ γκ−k ≤

(4.4)

≤ |G|1 ‖(µ
∗, ν∗)‖+κ,γ for k ∈ Z+

κ ,

and hence the inhomogeneous part of equation

y′ = B(k)y +G(k, µ∗(k), ν∗(k)) (4.14)

is γ+-quasibounded. With the aid of Aulbach [3, Lemma 3.4] one can show that the
mapping ν∗ is the only γ+-quasibounded solution of (4.14) and has the claimed form.

(b) ⇒ (a) If (µ∗, ν∗) ∈ `+κ,γ(X × Y) is a solution of the fixed point problem (4.12), the
mapping µ∗ has to be the (unique) solution of the difference equation (4.13) with µ∗(κ) = ξ
by the variation of constant formula. Furthermore, again Aulbach [3, Lemma 3.4(a)]
implies that the sequence ν∗ is a solution of the linear system (4.14) in `+κ,γ(Y).

Having all preparatory results at hand we may now head for our main theorem. As
mentioned in the introduction, invariant fiber bundles are generalizations of invariant
manifolds to non-autonomous equations. In order to be more precise we call a subset S of
the extended state space I ×X ×Y an invariant fiber bundle if for any triple (κ, ξ, η) ∈ S
one has (k, λ(k;κ, ξ, η)) ∈ S for all k ≥ κ, k ∈ I, where λ denotes the general solution of
(4.1).

Theorem 4.11 (existence of invariant fiber bundles): We assume Hypothesis 4.1 and let
the global Lipschitz constants |F |1 and |G|1 satisfy the estimate

0 ≤ max {|F |1 , |G|1} <
β − α

2 max {K1, K2}
. (4.15)

Moreover we choose a fixed real number σ ∈
(
max {K1, K2}max {|F |1 , |G|1} ,

β−α
2

]
and

let λ denote the general solution of (4.1). Then the following statements are true:



16 4 CONSTRUCTION OF INVARIANT FIBER BUNDLES

(a) In case I = Z+
κ0

(κ0 ∈ Z) there exists a uniquely determined mapping s : I×X → Y
whose graph S := {(κ, ξ, s(κ, ξ)) : κ ∈ I, ξ ∈ X} can be characterized dynamically
for any constant γ ∈ [α + σ, β − σ] as

S =
{

(κ, ξ, η) ∈ I ×X × Y : λ(· ;κ, ξ, η) ∈ `+κ,γ(X × Y)
}
. (4.16)

Furthermore we have

(a1) s(κ, 0) ≡ 0 on I,

(a2) the graph S is a global invariant fiber bundle of (4.1). Additionally s is a
solution of the invariance equation

s (κ+ 1, A(κ)ξ + F (κ, ξ, s(κ, ξ))) = B(κ)s(κ, ξ) +G(κ, ξ, s(κ, ξ)) (4.17)

for all (κ, ξ) ∈ I ×X ,

(a3) s : I ×X → Y is continuous and s(κ, ·) : X → Y is continuously differentiable
for any κ ∈ I with globally bounded derivative∥∥∥∥∂s∂ξ (κ, ξ)

∥∥∥∥ ≤ K1K2 max {|F |1 , |G|1}
σ −max {K1, K2}max {|F |1 , |G|1}

(4.18)

for all (κ, ξ) ∈ I ×X ,

(a4) provided that α + σ ≤ 1, then s(κ, ·) : X → Y is m-times continuously differ-
entiable for any κ ∈ I with globally bounded derivatives.

S is called the pseudo-stable fiber bundle of (4.1).

(b) In case I = Z there exists a uniquely determined mapping r : I × Y → X whose
graph R := {(κ, r(κ, η), η) : κ ∈ I, η ∈ Y} can be characterized dynamically for any
constant γ ∈ [α + σ, β − σ] as

R =
{

(κ, ξ, η) ∈ I ×X × Y : λ(· ;κ, ξ, η) ∈ `−κ,γ(X × Y)
}
. (4.19)

Furthermore we have

(b1) r(κ, 0) ≡ 0 on I,

(b2) the graph R is a global invariant fiber bundle of (4.1). Additionally r is a
solution of the invariance equation

r (κ+ 1, B(κ)η +G(κ, r(κ, η), η)) = A(κ)r(κ, η) + F (κ, r(κ, η), η)

for all (κ, η) ∈ I × Y,

(b3) r : I ×Y → X is continuous and r(κ, ·) : Y → X is continuously differentiable
for any κ ∈ I with globally bounded derivative∥∥∥∥∂r∂η (κ, η)

∥∥∥∥ ≤ K1K2 max {|F |1 , |G|1}
σ −max {K1, K2}max {|F |1 , |G|1}

for all (κ, η) ∈ I × Y,



17

(b4) provided that 1 ≤ β − σ, then r(κ, ·) : Y → X is m-times continuously differ-
entiable for any κ ∈ I with globally bounded derivatives.

R is called the pseudo-unstable fiber bundle of (4.1).

(c) In case I = Z only the zero solution of equation (4.1) is contained both in S and R,
i.e. S ∩R = Z×{0}×{0}, and hence the zero solution is the only γ±-quasibounded
solution of (4.1).

Remark 4.12: (1) It is easy to see that the existence of suitable values for σ follows
from assumption (4.15). Because of σ ≤ β−α

2
also the interval [α + σ, β − σ] containing γ

is non-empty.

(2) Although our construction of the invariant fiber bundles S and R is different from
the one in Aulbach [3] the fiber bundles are the same. This can be seen using their
dynamical characterization in (4.16) and (4.19). Hence all the additional properties of S
and R proved in Aulbach [3, Theorem 4.1] remain valid. The same applies for the result
Aulbach [3, Corollary 4.2] concerning autonomous and periodic equations. In fact, if
the mappings A, B, F and G are periodic in k with period Θ ∈ N, then the mappings s
and r are also Θ-periodic in k. Nevertheless, the assumption on the Lipschitz constants
of F and G made in (4.15) is weaker then the one in Aulbach [3, Theorem 4.1].

(3) The assumption of global boundedness of the derivatives in (4.4) can be replaced by
the global Lipschitz continuity of F and G. If this is done the functions s and r defining
the invariant fiber bundles S and R are also globally Lipschitz continuous with respect to
ξ ∈ X and η ∈ Y (independent of κ ∈ Z+

κ0
), respectively. This result can be easily derived

by a slight modification of the subsequent proof of Theorem 4.11.

(4) If the functions F and G are m-times continuously differentiable with respect to (x, y)
with globally bounded derivatives ∂nF

∂(x,y)n
and ∂nG

∂(x,y)n
for n ∈ {1, . . . ,m} then one would

expect the same degree of smoothness for the invariant fiber bundles S and R. For this
to be true the constants 0 < α < β have to satisfy a so-called Gap-Condition αm < β or
α < βm, respectively. Such a generalization of Theorem 4.11 can be found for ordinary
differential equations in Siegmund [21, p. 73, Satz 8.1]. For difference equations it will
be shown in a forthcoming paper. Our Theorem 4.11 at least provides higher order
smoothness under the following conditions:

• For α < β ≤ 1 the pseudo-stable fiber bundle S is of class Cm.

• For 1 ≤ α < β the pseudo-unstable fiber bundle R is of class Cm.

• In the hyperbolic case α < 1 < β and under the additional assumption

0 ≤ max {|F |1 , |G|1} <
min {1− α, β − 1}

max {K1, K2}

one can always choose a real number σ ∈
(
max {K1, K2}max {|F |1 , |G|1} ,

β−α
2

]
such that α+ σ ≤ 1 ≤ β − σ. In this case S and R are as smooth as the right-hand
side of the difference equation (4.1) and they are called the stable fiber bundle and
the unstable fiber bundle of (4.1), respectively.
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(5) By means of cut-off-functions we can deduce a theorem on locally invariant C1-fiber
bundles for equation (4.1) from the above Theorem 4.11. The essential fact hereby is that
one can replace the strong assumption of the existence of |F |1 , |G|1 <∞ and (4.15) by

lim
(x,y)→(0,0)

∂(F,G)

∂(x, y)
(k, x, y) = 0 uniformly in k ∈ I.

The construction can be found in many references (cf. e.g. Vanderbauwhede & Van
Gils [24]) for autonomous equations and it is easily lifted to our non-autonomous set-
ting. Nevertheless it is worth mentioning that although C∞-cut-off-functions always exist
in Hilbert spaces, in general Banach spaces even C1-cut-off-functions may fail to exist
(cf. Abraham, Marsden & Ratiu [1, p. 273, Lemma 4.2.13]).

The following example shows that the invariant fiber bundles S and R from Theorem 4.11
are not C2 in general, even if the non-linearities F and G are C∞-functions.

Example 4.13: The two-dimensional autonomous difference equation{
x′= e−2x+ e−2y2Θρ(x

2 + y2)
y′ = e−1y

(4.20)

satisfies Hypothesis 4.1 with α = e−2, β = e−1 and K1 = K2 = 1, where Θρ : [0,∞) →
[0, 1] is a C∞-cut-off-function with

Θρ(t) =

{
1 for t ∈ [0, ρ]
0 for t ∈ [2ρ,∞)

.

Here we choose the real constant ρ > 0 so small that condition (4.15) is satisfied. Now

for every c ∈ R the sets Rc :=
{

(ξ, η) ∈ Bρ(0, 0) \ {(0, 0)} : ξ = cη2 − η2

2
ln η2

}
∪ {(0, 0)}

contain the origin and are positively invariant with respect to (4.20), i.e. Z × Rc is an
invariant fiber bundle. Additionally, each point (ξ, η) ∈ Bρ(0, 0), η 6= 0 is contained in

exactly one of the sets Rc, namely for c = ξ
η2 + ln η2

2
. Hence the restriction of the pseudo-

unstable fiber bundle R from Theorem 4.11 to Z×Bρ(0, 0) has the form Z×Rc for some
c ∈ R. On the other hand, each Rc is a graph of a C1-function rc(η) = ξ, but rc fails to be
two times continuously differentiable. Note that in the present example the gap-condition
α < β2 is violated.

Proof (of Theorem 4.11): (a) By λ = (λ1, λ2) we denote the general solution of the differ-
ence equation (4.1). We show first that for any pair (κ, ξ) ∈ Z+

κ0
×X there exists exactly

one s(κ, ξ) ∈ Y such that λ(· ;κ, ξ, s(κ, ξ)) ∈ `+κ,γ(X × Y) for every γ ∈ [α + σ, β − σ].
Then the function s : Z+

κ0
× X → Y defines the invariant fiber bundle S. Now for

γ ∈ [α + σ, β − σ] we get the estimate

max

{
K1

γ − α
,
K2

β − γ

}
max {|F |1 , |G|1} ≤

max {K1, K2}
σ

max {|F |1 , |G|1} =: L. (4.21)

Because of assumption (4.15) we get L ∈ [0, 1) and hence the mapping Tκ : `+κ,γ(X ×Y)×
X → `+κ,γ(X ×Y) defined in Lemma 4.10 is a uniform contraction in ξ ∈ X , since for any
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(µ, ν), (µ̄, ν̄) ∈ `+κ,γ(X × Y) and ξ ∈ X we have the estimate

‖Tκ(µ, ν; ξ)− Tκ(µ̄, ν̄; ξ)‖+κ,γ
(4.11)
=
∥∥Kκ(G(µ, ν)− G(µ̄, ν̄)

)∥∥+

κ,γ
≤

(4.6)

≤ max

{
K1

γ − α
,
K2

β − γ

}
‖G(µ, ν)− G(µ̄, ν̄)‖+κ,γ ≤ (4.22)

(4.8)

≤ max

{
K1

γ − α
,
K2

β − γ

}
max {|F |1 , |G|1} ‖(µ, ν)− (µ̄, ν̄)‖+κ,γ ≤

(4.21)

≤ L ‖(µ, ν)− (µ̄, ν̄)‖+κ,γ .

Consequently Banach’s fixed point theorem guarantees the unique existence of a fixed
point (µ∗κ(ξ), ν

∗
κ(ξ)) ∈ `+κ,γ(X × Y) of Tκ(· ; ξ). This fixed point is independent of the

growth constant γ ∈ [α + σ, β − σ] because with Lemma 3.3(b) we have the inclusion
`+κ,α+σ(X ×Y) ⊆ `+κ,γ(X ×Y) and every mapping Tκ(· ; ξ) : `+κ,γ(X ×Y)→ `+κ,γ(X ×Y) has

the same fixed point as the restriction Tκ(· ; ξ)
∣∣
`+κ,α+σ(X×Y)

. Formally we can write

Jγα+σ(µ∗κ(ξ), ν
∗
κ(ξ)) ≡ (µ∗κ(ξ), ν

∗
κ(ξ)) ≡ Tκ(µ∗κ(ξ), ν∗κ(ξ); ξ) on X . (4.23)

Because of Lemma 4.10 the fixed point (µ∗κ(ξ), ν
∗
κ(ξ)) is a solution of equation (4.1) with(

µ∗κ(ξ)
)
(κ) = ξ. Now we define s(κ, ξ) :=

(
ν∗κ(ξ)

)
(κ) and have to prove (4.16).

(⊆) Because of the uniqueness of solutions we get λ(· ;κ, ξ, s(κ, ξ)) = (µ∗κ(ξ), ν
∗
κ(ξ)) and

therefore λ(· ;κ, ξ, s(κ, ξ)) ∈ `+κ,γ(X × Y).
(⊇) On the other hand the sequence λ(· ;κ, ξ, η) is a γ+-quasibounded solution of the
difference equation (4.1) with λ1(κ;κ, ξ, η) = ξ, and with Lemma 4.10 it is the unique
solution of the fixed point problem (4.12). So we obtain (λ1, λ2)(· ;κ, ξ, η) = (µ∗κ(ξ), ν

∗
κ(ξ))

and finally get η =
(
ν∗κ(ξ)

)
(κ) = s(κ, ξ).

(a1) Using Hypothesis 4.1(ii) we have λ(k;κ, 0, 0) ≡ (0, 0) on Z+
κ and since this zero

solution is obviously γ+-quasibounded, the identity

s(κ, 0) ≡
(
ν∗κ(0)

)
(κ) ≡ λ2(κ;κ, 0, 0)

(4.3)
≡ 0 on Z+

κ0

follows from the uniqueness statement proved before.

(a2) So far the proof provides the fact that the function λ(· ;κ, ξ, η) is γ+-quasibounded
for arbitrary pairs of initial values (κ, ξ, η) ∈ S. The cocycle property (2.2) now implies
for any integer k0 ∈ Z+

κ that

λ(k; k0, λ(k0;κ, ξ, η))
(2.2)
≡ λ(k;κ, ξ, η) on Z+

k0
.

Hence also λ(· ; k0, λ(k0;κ, ξ, η)) is a γ+-quasibounded function and additionally this yields
(k0, λ(k0;κ, ξ, η)) ∈ S for any k0 ∈ Z+

κ . To verify the invariance equation (4.17) for all
pairs (κ, ξ) ∈ Z+

κ0
× X we use the inclusion (κ + 1, (λ1, λ2)(κ + 1;κ, ξ, s(κ, ξ))) ∈ S and

the solution property of λ to get

B(κ)s(κ, ξ) +G(κ, ξ, s(κ, ξ))
(4.1)
≡ λ2(κ+ 1;κ, ξ, s(κ, ξ)) ≡
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≡ s(κ+ 1, λ1(κ+ 1;κ, ξ, s(κ, ξ))) ≡
(4.1)
≡ s(κ+ 1, A(κ)ξ + F (κ, ξ, s(κ, ξ))).

(a3) In this step we examine the continuous differentiability of the function s(κ, ·) : X → Y
defining the invariant fiber bundle S. The primary tool in this endeavour is Theorem
5.1 from the appendix whose assumptions we check now. To obtain the notation from
Theorem 5.1 we declare for any γ ∈ (α + σ, β − σ] the Banach spaces X := `+κ,α+σ(X ×Y),
X1 := `+κ,γ(X ×Y), A := X and consider the mapping Tκ. Due to Lemma 3.3(b) we have

the continuous embedding `+κ,α+σ(X ×Y)
Jγα+σ

↪→ `+κ,γ(X ×Y). Because of relation (4.22) the
function Tκ : `+κ,α+σ(X ×Y)×X → `+κ,α+σ(X ×Y) satisfies a uniform Lipschitz condition

‖Tκ(µ, ν; ξ)− Tκ(µ̄, ν̄; ξ)‖+κ,α+σ ≤ L ‖(µ, ν)− (µ̄, ν̄)‖+κ,α+σ

for arbitrary pairs (µ, ν), (µ̄, ν̄) ∈ `+κ,α+σ(X × Y) and ξ ∈ X . We define the operator

G(1)
1 : `+κ,α+σ(X ×Y)→ `+κ,1(L(X ×Y)) by G(1)

1 (µ, ν) := G(1)(µ, ν); one should keep in mind

the range of G(1) in Lemma 4.6. Now the embedded mapping Jγα+σTκ is continuously
differentiable with respect to (µ, ν). This follows from the identity

∂(Jγα+σTκ)
∂(µ, ν)

(µ, ν; ξ)
(4.11)
≡ D

(
Jγα+σKκG

)
(µ, ν) ≡ D

(
KκJγα+σG

)
(µ, ν) ≡

≡ KκD
(
Jγα+σG

)
(µ, ν) ≡

(4.10)
≡ KκJ1G(1)(µ, ν) ∈ L(`+κ,α+σ(X × Y); `+κ,γ(X × Y))

and Lemma 4.8. It is obvious that the two linear operators Kκ ∈ L(`+κ,α+σ(X × Y)) and
Kκ ∈ L(`+κ,γ(X × Y)), respectively, and Jγα+σ commute; the continuous homomorphism
Kκ and the differential operator D commute because of Lang [16, p. 339, Corollary 3.2].
Furthermore we have

∂(Jγα+σTκ)
∂(µ, ν)

(µ, ν; ξ) ≡ Jγα+σKκJ1G(1)
1 (µ, ν) ≡ KκJ1G(1)(µ, ν)Jγα+σ,

and hence relation (5.1) is verified for the (not necessarily continuous) functions

T (1)
1 := KκJ1G(1)

1 : `+κ,α+σ(X × Y)→ L(`+κ,α+σ(X × Y)),

T (1) := KκJ1G(1) : `+κ,α+σ(X × Y)→ L(`+κ,γ(X × Y)).

Since Tκ is linear in ξ it is differentiable and the derivative is given by

∂Tκ
∂ξ

(µ, ν; ξ)
(4.11)
≡ Sκ ∈ L(X ; `+κ,α+σ(X × Y)),

obviously ∂Tκ
∂ξ

is continuous and hence Tκ is continuously differentiable with respect to the

parameter ξ ∈ X . After all, for any pair (µ, ν) ∈ `+κ,α+σ(X × Y) we get the estimate∥∥∥T (1)
1 (µ, ν)

∥∥∥
L(`+κ,α+σ(X×Y))

(4.6)

≤ max

{
K1

σ
,

K2

β − α− σ

}∥∥∥J1G(1)
1 (µ, ν)

∥∥∥
L(`+κ,α+σ(X×Y))

≤
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(3.2)

≤ max

{
K1

σ
,

K2

β − α− σ

}∥∥∥G(1)
1 (µ, ν)

∥∥∥+

κ,1
≤

(4.9)

≤ max

{
K1

σ
,

K2

β − α− σ

}
max {|F |1 , |G|1}

(4.21)

≤ L

as well as
∥∥T (1)(µ, ν)

∥∥
L(`+κ,γ(X×Y))

≤ L. Because of Theorem 5.1 the function Jγα+σν
∗
κ =

ν∗κ : X → `+κ,γ(Y) has to be of class C1. Using Lemma 3.4 we also know that s(κ, ·) =(
ν∗κ(·)

)
(κ) : X → Y is, for any fixed κ ∈ Z+

κ0
, a continuously differentiable mapping. It

remains to prove the estimate (4.18), since s : Z+
κ0
× X → Y is continuous. To this end

we consider ξ, ξ̄ ∈ X and the corresponding fixed points (µ∗κ(ξ), ν
∗
κ(ξ)), (µ∗κ(ξ̄), ν

∗
κ(ξ̄)) ∈

`+κ,γ(X × Y) of Tκ(· ; ξ) and Tκ(· ; ξ̄). For constants γ ∈ [α + σ, β − σ] we have∥∥(µ∗κ(ξ), ν
∗
κ(ξ))− (µ∗κ(ξ̄), ν

∗
κ(ξ̄))

∥∥+

κ,γ
≤

(4.23)

≤
∥∥Tκ(µ∗κ(ξ), ν∗κ(ξ); ξ)− Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ)

∥∥+

κ,γ
+

+
∥∥Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ)− Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ̄)

∥∥+

κ,γ
≤

(4.22)

≤ max {K1, K2}
σ

max {|F |1 , |G|1}
∥∥(µ∗κ(ξ), ν

∗
κ(ξ))− (µ∗κ(ξ̄), ν

∗
κ(ξ̄))

∥∥+

κ,γ
+

+
∥∥Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ)− Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ̄)

∥∥+

κ,γ
.

Consequently we get∥∥(µ∗κ(ξ), ν
∗
κ(ξ))− (µ∗κ(ξ̄), ν

∗
κ(ξ̄))

∥∥+

κ,γ
≤

≤ σ

σ −max {K1, K2}max {|F |1 , |G|1}
·

·
∥∥Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ)− Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ̄)

∥∥+

κ,γ
= (4.24)

(4.11)
=

σ

σ −max {K1, K2}max {|F |1 , |G|1}
∥∥Sκ(ξ − ξ̄)∥∥+

κ,γ
≤

(4.5)

≤ σK1

σ −max {K1, K2}max {|F |1 , |G|1}
∥∥ξ − ξ̄∥∥ .

Finally the function s(κ, ·) : X → Y is globally Lipschitz continuous uniformly in κ ∈ Z+
κ0

because of∥∥s(κ, ξ)− s(κ, ξ̄)∥∥ =
∥∥(ν∗κ(ξ)

)
(κ)−

(
ν∗κ(ξ̄)

)
(κ)
∥∥ ≤ ∥∥ν∗κ(ξ)− ν∗κ(ξ̄)

∥∥+

κ,γ
=

=
∥∥Π2

(
Tκ(µ∗κ(ξ), ν∗κ(ξ); ξ)− Tκ(µ∗κ(ξ̄), ν∗κ(ξ̄); ξ̄)

)∥∥+

κ,γ
=

(4.11)
=

∥∥Π2

(
Kκ
(
G(µ∗κ(ξ), ν

∗
κ(ξ))− G(µ∗κ(ξ̄), ν

∗
κ(ξ̄))

))∥∥+

κ,γ
≤

(4.7)

≤ K2

β − γ
∥∥G(µ∗κ(ξ), ν

∗
κ(ξ))− G(µ∗κ(ξ̄), ν

∗
κ(ξ̄))

∥∥+

κ,γ
≤

(4.8)

≤ K2 max {|F |1 , |G|1}
σ

∥∥(µ∗κ(ξ), ν
∗
κ(ξ))− (µ∗κ(ξ̄), ν

∗
κ(ξ̄))

∥∥+

κ,γ
≤
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(4.24)

≤ K1K2 max {|F |1 , |G|1}
σ −max {K1, K2}max {|F |1 , |G|1}

∥∥ξ − ξ̄∥∥ .
Since differentiable and globally Lipschitz continuous mappings (with Lipschitz constant
L, say) have a derivative which is bounded by L the estimate (4.18) follows.

(a4) We are going to show now that s(κ, ·) : X → Y is m-times continuously differentiable
under the assumption α + σ ≤ 1. Therefore we do not have to use the whole embedding
procedure but rather may use the well-known uniform contraction principle (cf. Chow &
Hale [9, p. 25, Theorem 2.2]), applied to the uniform contraction Tκ : `+κ,γ(X ×Y)×X →
`+κ,γ(X × Y). We may choose γ ≤ 1 and m ≥ 2 here. Because of the chain rule and by
setting γ = δ in Lemma 4.6(b) we see that Tκ(· ; ξ) : `+κ,γ(X × Y)→ `+κ,γ(X × Y) (ξ ∈ X )
is m-times continuously differentiable with the derivative

∂mTκ
∂(µ, ν)m

(µ, ν; ξ) = KκJmG(m)(µ, ν).

On the other hand, Tκ(µ, ν; ·) : X → `+κ,γ(X × Y) ((µ, ν) ∈ `+κ,γ(X × Y)) is a linear
continuous mapping and consequently C∞ with identically vanishing derivatives of order
m ≥ 2. For this reason Tκ is m-times continuously differentiable and with the aid of the
uniform contraction principle the fixed-point mapping (µ∗κ, ν

∗
κ) : X → `+κ,γ(X × Y) is of

the class Cm as well. Using Lemma 3.4 again, for arbitrarily fixed integers κ ∈ Z+
κ0

, the
function s(κ, ·) =

(
ν∗κ(·)

)
(κ) : X → Y is m-times continuously differentiable. To show the

global boundedness of the derivatives we differentiate the identity

(µ∗κ(ξ), ν
∗
κ(ξ)) = Sκξ +KκG(µ∗κ(ξ), ν

∗
κ(ξ)) on X

with respect to ξ ∈ X by using the higher order chain rule (see Abraham, Marsden
& Ratiu [1, pp. 96–97]). Then mathematical induction and Lemma 4.6 lead to the
assertion, since the derivatives DnG (n ∈ {1, . . . ,m}) are globally bounded and Kκ is also
continuous.

(b) Since part (b) of the theorem can be proved along the same lines as part (a) we present
only a rough sketch of the proof. Analogously to Lemma 4.10, for initial values η ∈ Y , the
γ−-quasibounded solutions of (4.1) may be characterized as the fixed points of a mapping
T̄κ : `−κ,γ(X × Y)× Y → `−κ,γ(X × Y),

(
T̄κ(µ∗, ν∗; η)

)
(k) :=

(
k−1∑

n=−∞

Φ(k, n+ 1)F (n, µ∗(n), ν∗(n)),

Ψ(k, κ)η −
κ∑

n=k+1

Ψ(k, n)G(n− 1, µ∗(n− 1), ν∗(n− 1))

)
.

Therefore the variation of constant formula in backward time and Aulbach [3, Lemma
3.2(a)] is needed. Furthermore, T̄κ may be decomposed into two linear mappings and
a substitution operator, as we have done it for Tκ in relation (4.11). Now counterparts
to our preparatory Lemmas 4.3, 4.4, 4.5, 4.6 and 4.8 hold true in the Banach spaces
`−κ,γ(X × Y). Note that in order to prove the counterpart of Lemma 4.4 (on the linear
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operator Kκ) the two results Aulbach [3, Lemma 3.3, Lemma 3.4] have to be replaced
by Aulbach [3, Lemma 3.2, Lemma 3.5]. It follows from the assumption (4.15) that also
T̄κ is a contraction on `−κ,γ(X × Y) and if (µ∗κ(η), ν∗κ(η)) ∈ `−κ,γ(X × Y) denotes its unique

fixed point we define the function r : I × Y → X by r(κ, η) :=
(
µ∗κ(η)

)
(κ). The claimed

properties of r can be proved using the same arguments as in step (a).

(c) The proof of part (c) can be done just as in Aulbach [3, Theorem 4.1(c)] and hence
the proof of Theorem 4.11 is complete.

5 Appendix

Since the substitution operators under consideration (see Lemma 4.5) become differen-
tiable only after composition with certain embeddings we present here an appropriate
fixed point theorem. It goes back to Vanderbauwhede & Van Gils [24].

Theorem 5.1 (contractions between embedded Banach spaces): Let us consider three
Banach spaces X , X1 and A with a continuous embedding

X J
↪→ X1.

Furthermore the mapping T : X ×A → X may satisfy the following assumptions:

(i) There exists a constant L ∈ [0, 1) with

‖T (x;α)− T (x̄;α)‖ ≤ L ‖x− x̄‖ for x, x̄ ∈ X , α ∈ A,

(ii) JT : X × A → X1 has a continuous partial derivative ∂(JT )
∂x

: X × A → L(X ;X1),
where

∂(JT )

∂x
(x;α) ≡ JT (1)

1 (x;α) ≡ T (1)(x;α)J on X ×A (5.1)

for certain functions T (1)
1 : X ×A → L(X ) and T (1) : X ×A → L(X1),

(iii) T has a continuous partial derivative ∂T
∂α

: X ×A → L(A;X ),

(iv) T (1)
1 and T (1) are bounded by the constant L defined above, i.e. we have∥∥∥T (1)

1 (x;α)
∥∥∥
L(X )
≤ L,

∥∥T (1)(x;α)
∥∥
L(X1)

≤ L for (x, α) ∈ X ×A.

Then for any parameter value α ∈ A the mapping T (· ;α) has exactly one fixed point
x∗(α) ∈ X , i.e. there exists a function x∗ : A → X with the property T (x∗(α);α) ≡
x∗(α) on A. Additionally x∗ is Lipschitz continuous and Jx∗ : A → X1 is continuously
differentiable with derivative

D
(
Jx∗

)
(α) = JT (α),

where T (α) ∈ L(A;X ) is the unique fixed point of the linear operator equation

T = T (1)
1 (x∗(α);α)T +

∂T
∂α

(x∗(α);α).
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Remark 5.2: For X = X1 this is the classical fixed point theorem on C1-dependence of
the fixed point of a uniform contraction T : X ×A → X .

Proof. Theorem 5.1 is a special case of Vanderbauwhede & Van Gils [24, Theorem
3] as well as of Hilger [12, Theorem 6.1].
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